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Safe harbor statement

The following is intended to outline our general product direction. It is intended for information

purposes only, and may not be incorporated into any contract. It is not a commitment to deliver any

material, code, or functionality, and should not be relied upon in making purchasing decisions. The

development, release, timing, Y I 3 ' DAz 513 +g VyIln ge&yLILDZ dz #Dz g Ljll 2 LIS
products may change and remains at the sole discretion of Oracle Corporation.
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A Edge Infrastructure and its use for Analytics applications

A Using Multivariate State Estimation Technique with Nvidia GPU
acceleration for IoT prognostic anomaly detection
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Oracle Hybrid Cloud and Roving Edge Infrastructure

Dan ltkis, Sr. Product Manager, Oracle Cloud Infrastructure



29 Oracle Cloud regions and growing

January 2021: 29 regions live, 9+ planned; 6 Azure Interconnect regions
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Fundamentals of hybrid cloud

Single server Hyperscale public cloud

dEIY— Deployment size —— D

Lowest Cost to build Highest
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Fundamentals of hybrid cloud

Single server Hyperscale public cloud

Deployment size =l

Lowest Cost to build Highest

I
N Few # of services All
Most flexible Flexibility of locations Least flexible
Most flexible Flexibility of locations Least flexible




Fundamentals of hybrid cloud

Remotely Requires connection to public cloud
tethered for some or all functionality

Self Control and data planes together,
contained can operate independently
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Current industry offerings

Remotely
tethered

Self

contained Hyperscale

cloud regions
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Current industry offerings

Remotely
tethered

Self
contained

Single server Hyperscale
disconnected edge device cloud regions
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Current industry offerings

Remotely
tethered

Remotely tethered compute
storage appliance

Self
contained

Single server Hyperscale
disconnected edge device cloud regions
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OCI offerings i public region

Remotely
tethered

Remotely tethered compute
storage appliance

OCI public region

Self
contained

Single server Hyperscale
disconnected edge device cloud regions
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OCI offerings

Remotely tethered compute
storage appliance

Remotely
tethered

Single server
disconnected edge device

Self
contained
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OCI public region

Hyperscale
cloud regions



Roving Edge Infrastructure

Remotely
tethered

Remotely tethered compute
storage appliance

OCI Roving Edge

OCI public region

Self
contained

Single or clustered server Hyperscale
disconnected edge device cloud regions
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Oracle Roving Edge Infrastructure: Executive Summary

Oracle Roving Edge Infrastructure allows operating cloud -
based workloads outside of the data center

Cloud

H

A Fully integrated with the Oracle Cloud, Oracle Roving Edge A
Infrastructure makes it easy to migrate your images, /
applications and data to the edge

A Bringing laaS and Paa$S services to the edge, Oracle Roving
Edge Infrastructure enables you to run time -sensitive —
applications closer to where data is generated

A Capable of functioning in fully disconnected
environments, or with intermittent or low -bandwidth
communications, Oracle Roving Edge Infrastructure brings
tactical decision-making to the field, even in the most
remote and austere environments
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Oracle Roving Edge Infrastructure

Delivers tactical edge compute
W and storage in remote and austere

=Y environments

A
Perform low-latency data
@ processing at the point of ®—
data ingestion

()
T Run time-sensitive apps in
iy disconnected environments, or

with intermittent or low -latency
connectivity

Roving Edge Device

All-Environment Device

A Balanced mix of compute and storage
A Ruggedized

A Portable

A ScalableM5 to 15 Nodes (RED Clusters)

Unified Customer Experience
Effortless Adoption,
Control and Management

_*——— o Extension of your Oracle Cloud

Infrastructure (OCI) tenancy
Similar look and feel as the OCI console

Data synchronization between Oracle Cloud
and the edge

A 80 OCPUs, 512 GB RAMEmbedded NVIDIA GPU

A 61 TB NVMe per node

A Tamper-evident seals Built-in, Trusted Platform
Module for security

A Weighs <88 Ibs. with ruggedized case, 38Ibs
without the case



Capabillities

ORACLE Roving Edge Infrastructure

System Health Collagse A

A Oracle Roving Edge Infrastructure enables ot s
customers to run time -sensitive, mission critical E
cloud applications and services at the edge. It
supports laaS and PaaS workloads, such as:

A Compute (virtual machines, containers, Functions) y— B ORACLE Fowng Edgs kasiuohre
Storage (clustered object store, as well as block :

Instances
volumes and shared file system) e I St s o

A
A Oracle Database and Analytics m i o e e
A Tue, Jan 12, 2021,

nS1ange-a2-test- .
SIANGE-32-1851-FEDO0T @ Runaing 101451417 VM.SangardREDT 1 12 FO-2 OO0 UTC

Data Synchronization with the Oracle Cloud

nS1a0Ge-2021-11 @ Ruraing 1014514110 VM SWNGaAEDT1 1 Lz S h

A Oracle Roving Edge Infrastructure also includes: S e wewsw 1w WU
A Local web-based GUI console for control and smsmmgEs  ehe W weeseu | e Mmboas
management of the node or cluster Muwwn  ene wmws e | et
A Anintegrated cloud service to provides for wmenmzs  onemn mrans s 1w e e
configuration and provisioning B S Wewwen 0w e L

Showing 10 hems ¢ 101 >
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Clusters

A RED nodes can be clustered to
Increase capacity and
durability

A 5 to 15 nodes per cluster
A 160M ={ =2 WXZTEdz
A 230 to 690 TB of raw storage

Customer

Backplane
Network Netwiork
A Clusters automatically (Public) (Private)

SIhzplLj3e Yy dzg! y DA
P5LIH NRBRSz2 !-DAFI| S
speed switch and cabling

Cluster
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Use Case: Field Telemetry

Phase 3 Post Processing at HQ

Phase 1- IoT Telemetry
Collection and Real N time
Processing

Phase 2 Field Processing

Edge Cluster_

- —

g

d
Faf

Emitters

ORACLE
CLOUD
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_ Enabling Digital Twins

MSET2-Based Digital Twins Solutions Deliver
Science and Innovation Breakthroughs in E
Avionic IoT Prognostics




Let 0s tal k about

Guang Wang, Machine Learning Researcher, Oracle Labs
Kenny Gross, Al Architect, Oracle Labs
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Multivariate State Estimation Technigque

Advanced Statistical Machine Learning for IoT Prognostic Applications

Nonlinear, nonparametric machine learning method for prognostic anomaly detection

e DB 351 yppn J3&lEpF! &3 3NHLLIaBygtonfimthe2l90&xz + DB + 11 Il &
Nuclear plants, NASA, commercial aviation, and business-critical industrial applications

High sensitivity for detecting subtle anomalies in noisy or even chaotic time series metrics
Ultra-low false-alarm and missed-alarm probabilities

|Ideal candidate ML algorithm for dense -sensor loT applications



MSET History

MSET, funded by the DoE and developed by
Argonne National Laboratories.

Approved by the US NRC. Today, in use by
100% of US Reactors and most of the 450
Commercial Reactors world-wide.
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MSET, funded by the DoE and developed by
Argonne National Laboratories.

Approved by the US NRC. Today, in use by
100% of US Reactors and most of the 450
Commercial Reactors world-wide.

Big Data ML Prognostics? Oracle was the pioneer of
"massive data" streaming ML prognostics long before any
other industry.

The reason:

MSET1 was originally developed for commercial nuclear
plants. One $10B nuke plant has 3400 sensors. One Oracle
M6 Server has 3400 sensors inside!

There are 96 Commercial Nuclear Reactors in the US.
However, there are a thousand racks of servers in a data
center these days. A medium sized Cloud Data Center has
>1 Million sensors.

Oracle started developing Big Data ML Prognostics 20 years
ago, well before the [0T "explosion in sensors" in other
industries in the last few years.
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A Supply Chaln Counterfelt Electronlcs
A Solar Panels

A Wlnd Tur

A Batteries

A Load Shape Forecasting/ AMI Data
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of Complex Engineering Assets (since 2003)

GN535Llp

ENBIH ql

Update Digital Twin
knowledge of its Real Twin

A

Telemetry
Time Series
Signatures

Digital Twin
GOepNne TUTtnRH
All new, thoroughly
tested components

(US Patent 7,171,586)

MSET?2
Model

Residual

Time Series Signatures

Ambient Parameter

Normalization/Baselining
Oracle Patent 8,150,655

$ B

Pairwise Difference
Generator

Continue
Sampling
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Assets

Telemetry
Time Series
Signatures

Operating Assets
(Can be many in fleet)

Forecast ahead trajectory
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