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Exploring topic models to discern
zero-day vulnerabilities on Twitter
through a case study on log4shell
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Abstract—Twitter has demonstrated advantages in providing
timely information about zero-day vulnerabilities and exploits.
The large volume of unstructured tweets, on the other hand,
makes it difficult for cybersecurity professionals to perform man-
ual analysis and investigation into critical cyberattack incidents.
To improve the efficiency of data processing on Twitter, we pro-
pose a novel vulnerability discovery and monitoring framework
that can collect and organize unstructured tweets into seman-
tically related topics with temporal dynamic patterns. Unlike
existing supervised machine learning methods that process tweets
based on a labelled dataset, our framework is unsupervised,
making it better suited for analysing emerging cyberattack and
vulnerability incidents when no prior knowledge is available (e.g.,
zero-day vulnerability and incidents). The proposed framework
compares three topic modeling techniques(Latent Dirichlet Al-
location, Non-negative Matrix Factorization and Contextualized
Topic Modeling) in combination of different text representation
methods (Bag-of-word and contextualized pre-trained language
models) on a Twitter dataset that was collected from 47 influ-
ential users in the cybersecueity community. We show how the
proposed framework can be used to analyse a critical zero-day
vulnerability incident(Log4shell) on Apache log4j java library
in order to understand its temporal evolution and dynamic
patterns across its vulnerability life-cycle. Results show that
our proposed framework can be used to effectively analyse
vulnerability related topics and their dynamic patterns. Twitter
can reveal valuable information regarding the early indicator of
exploits and users behaviours. The pre-trained contextualized text
representation shows advantages for the unstructured, domain-
dependent, sparse Twitter textual data under the cybersecueity
domain.

Index Terms—Social media analysis, topic modeling, cyber
threat intelligence, zero-day vulnerability, text representation,
language models

I. INTRODUCTION

THE rapid expansion of digital products has led to a
significant increase in software vulnerabilities and cor-

responding incidents. Recently (Dec, 2021), log4shell and its
related vulnerabilities allow attackers to remotely execute ma-
licious code on target systems that resulted in massive finan-
cial loss to organizations. To combat increasing cyberthreats,
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organisations need to be abreast of Cyber threat intelligence
(CTI) about vulnerabilities, exploits, incidents, and available
countermeasures to stay informed about emerging threats that
may pose risks to their IT products and infrastructures.

National Vulnerability Database (NVD)1 [1] is a well-
established structured database to investigate, announce, and
organize new vulnerabilities, which serve as a general standard
for organizations in prioritizing vulnerability remediation ac-
tivities. However, recent studies have indicated that NVD is not
always up-to-date [2], with newly discovered vulnerabilities
discussed on social media platforms(e.g., Twitter) often long
before the NVD public disclosure [3]. This trend can grant a
small window of time advantage for cybersecurity profession-
als to early discover exploitable vulnerabilities by analysing
Twitter discussions among the cybersecurity community [4].

Twitter users in the CTI community can serve as social sen-
sors that monitor real-time cyberattack incidents and exploit
incidents [5]. Analyzing the rich source of CTI data from Twit-
ter can help organisations improve their risk assessment and
incident response procedures by revealing evidence of attack
actions, attack patterns, and people’s perceptions [6]. However,
such evidence and patterns are usually hidden in the large
volume of unstructured tweets. Manually analyzing and orga-
nizing such unstructured information is time-consuming and
nearly impossible. In the CTI application domain, automating
the process to ease the information overload of cybersecurity
professionals for processing massive unstructured documents
is not a want but a necessity.

Supervised machine learning approaches have been pro-
posed to automatically filter CTI related information on
Twitter. Given the labelled training dataset, a supervised
classifier can be built to collect cyberthreat indicators from
Titter stream [7]. Alternatively, a supervised Named Entity
Recognizer [8] can be built to extract Indicator of Compromise
from Tweets. Such methods mostly rely on a substantial
number of labelled data and static features. However, the
cybersecurity landscape is ever-evolving and threat patterns
are constantly changing [2]. When new cybersecurity incidents
emerge (e.g. zero-day 2 vulnerability), the CTI community
is mostly unaware or have little knowledge about them [9].
Consequently, a labelled training data is impractical to obtain.

1https://nvd.nist.gov/
2Zero-day vulnerability refers to a software vulnerability that is unknown

to vendors before disclosure. An exploit that targets zero-day vulnerability is
called zero-day exploit.
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In other words, supervised methods are incapable to discover
zero-day vulnerabilities and exploits.

Topic Modelling techniques are unsupervised text mining
methods for performing exploratory analysis and discovering
hidden patterns from a collection of documents. This is the
exact use case in the application of conducting cyberattack
incident analysis, where there is little or no prior knowledge
of the data. The idea behind topic modelling is that documents
can be thought of as a collection of topics, each of which is
interpreted as a cluster of words describing a specific semantic
meaning [10]. During the incident investigation, topics serve
as high-level summaries of the documents, greatly facilitating
the efficiency of document processing and analysis. Based on
the topic of interest, cybersecurity professionals can limit the
scope and prioritise the investigation.

Topic modeling techniques have a long history. Various
topic models, such as Non-negative Matrix Factorization
(NMF), Latent Dirichlet Allocation (LDA), and the emerging
Neural Topic Models(NTM), have been used in generic social
media mining tasks. However, their applications in cyberse-
curity have yet to be investigated thoroughly in this emerging
research field of “vulnerability tracking via social media plat-
forms”. In this paper, we address the gap by proposing a novel
vulnerability discovering and monitoring framework to assist
cybersecurity professionals to collect, process and organise
unstructured tweets into interpretable topics for conducting
incident analysis. Traditional topic models, in particular, are
assumed to be static; however, in this study, we investigate
the dynamic representation of discovered topics. Given a self-
defined time frame, cybersecurity professionals can select
security concerned topics and inspect their evolution overtime.
The dynamic representation of topics enables cybersecurity
professionals to easily understand how cyberattack incidents
emerge, evolve, and decay over time, revealing dynamic
patterns and evidences. The proposed framework incorporates
three distinct topic modelling techniques: NMF, LDA, and
CTM. These techniques were run with different combina-
tions of text representations(Bag-of-words and contextualized
representation) to compare the relative performance on the
studied domain. We demonstrate the framework’s feasibility
with a case study on log4shell, which is a critical zero-day
vulnerability incident that occurred in December 2021. The
dataset (dubbed the log4shell dataset) was gathered from a
group of Security Information Providers (SIPs) [1] on Twitter
during the lifecycle of the log4shell incident, when it was
first discovered, exploited, and disclosed. Experiments on
the log4shell dataset are conducted comparing various topic
modeling techniques to understand the performance of topic
modeling methods, and the vulnerability and threat patterns
that occur in Twitter conversations.

We present the selected dynamic topic representation of
log4shell against the NVD public disclosure date. Experiments
show that (1) the proposed framework can be effectively used
for investigating and analysing cybersecurity incidents and
their dynamic patterns. (2) Twitter can reveal valuable infor-
mation regarding early exploitable patterns, attackers’ strate-
gies and behaviours. Emerging threat patterns were identified
on Twitter before the well-established NVD announcement.

This shows the potential of proposed framework in early dis-
cover vulnerability incidents and even zero-day vulnerabilities.

To our best of knowledge, this is the first work to propose
a vulnerability discovery and monitoring framework based on
topic modelling. More specifically, the contribution of this
study is listed below:

� We propose a novel unsupervised vulnerability discov-
ery and monitoring framework that aids cybersecurity
professionals to effectively collect, analyze and organise
unstructured tweets into interpretable dynamic topics for
analyzing vulnerability incidents and cyberthreat mon-
itoring. Results of a case study on log4shell vulnera-
bility show that Twitter is a timely information source
for cyberthreat identification compared with the well-
established NVD announcements.

� Several topic modleing techniques with varied text rep-
resentation methods are compared on the Log4j dataset.
Specifically, the study investigated classical topic mod-
eling techniques (NMF and LDA) with Bag-of-word
representation and Neural Topic models with the state-
of-the-art contextualized representation from BERT [11].
Evaluation shows that NTM found more coherent, diverse
and informative topics which is more suitable for the
short, sparse, noisy and domain-dependent CTI data on
Twitter.

� A case study on log4shell was conducted to investigate
how vulnerability related information is diffused based
on the vulnerability life cycle. We analyze the unique
characteristics of Twitter data in cybersecurity community
to identify common patterns.

II. RELATED STUDIES AND THE BACKGROUND

A. Cyberthreat and vulnerability analysis via Twitter

Twitter’s near-real-time nature makes it an ideal information
source to investigate critical social events [12]. In the CTI do-
main, Twitter has been used to analyze the malicious activities
such as spam, botnets, phishing, fake Retweet [13] and data
manipulation [14] [15]. There are only a few works that inves-
tigate social media data for the purpose of analysing software
vulnerabilities and related incidents.To uncover the state of a
vulnerability and the intrusions behind, authors [16] [17] [18]
proposed a well-known vulnerability life-cycle model that
conclude a vulnerability into the black risk phase, gray risk
phase and white risk phase three stages. Sauerwein et al. in [2]
conducted an empirical analysis of zero-day vulnerabilities by
mapping a large collection of tweets and its CVE mentions
to the vulnerability lifecycle model. They discovered that
one quarter of the examined zero-days were discussed on
Twitter before public disclosure by NVD. Similarly, Shrestha
et al. [19] conducted network topology analysis to understand
how discussions about software vulnerabilities spread on social
platforms. They discovered that highly severe vulnerabilities
have significantly deeper, broader and more viral discussions
on Twitter. Despite the proven advantages of vulnerability
information shared on Twitter, little attention has been paid
on how to collect, process and organize these large volume
of tweets effectively. The information collection and analysis
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process has been commonly done by keyword search and
manual investigation which are labour intensive and time
consuming.Our research fill the gap by proposing end-to-end
framework to ease the workload of cybersecurity professionals
to automate the workflow for social media analysis to track
vulnerabilities.

Using the labelled data, supervised machine learning ap-
proaches can assist cybersecurity professionals in automati-
cally distinguishing threat related and non-threat tweets based
on either engineered features or predefined patterns [20] [21].
Common supervised machine learning algorithms such as
support vector machine (SVM) [22], random forest [3], linear
regression and Naive Bayes [23] have achieved threat detection
accuracy of up to 90% on tweets on features such as regular
text patterns (CVE, IP address), account status (active or
compromised), user interaction (Retweets, follower/following
relationship), and so on. These methods relies on a large num-
ber of labelled training datasets to learn the data patterns which
poses a difficulty for event detection (i.e. vulnerability) on
Twitter as CTI topics are constantly changing over time [24].
Distinct from these works, we leverage pure text feature learnt
from the raw tweets through Natural Language Processing
techniques without any labelled information. This is more
suitable in the scenario of analyzing emerging cybeattacks and
vulnerability incidents when little background information in
known.

B. Cyberthreat detection with unsupervised methods
Unsupervised methods such as topic modelling and clus-

tering can discover the intrinsic textual features and group
them together, which is desirable in the CTI analysis of
online social media conversations [25] [26]. An early work
investigated multiple document clustering algorithms for com-
puter forensic analysis [27]. Nassif et al. compared six rep-
resentative clustering algorithm to process large amount of
unstructured document for forensic analysis. This work shares
a similar objective with us, but there are fundamental dif-
ferences between clustering and topic modeling techniques,
as there is no concept of “topics” in clustering. Similarly,
a hierarchical clustering-based approach was used to detect
cyber threat events [28]. Huang et al. [29] explored LDA
to gain an understanding of threat and vulnerability related
discussion on Twitter. These two approaches did not explore
the dynamic analysis of the discovered threat events as we
do. Liu et al. proposed CyberEM, an event evolution model
for finding cybersecurity events from tweet. CyberEM uses
NMF with term-frequency–inverse-document-frequency (TF-
IDF) features to discover and aggregate cybersecurity events
across multiple time intervals from Twitter [6]. Although this
work discovers dynamic associations between various events,
it does not shows how an event evolves over time. Different
from CyberEM, our proposed framework generates dynamic
topic representations at each time-step, allowing topics vary
smoothly over time. Such linear representation are useful for
investigating when and how attack patterns emerge, evolve and
decay.

Moreover, the above discussed methods use the vector space
model (i.e Bag-of-Words) for text representation which have

inherent limitation with unstructured, high-dimensional and
short social media data under the CTI domain. The complexity
of the CTI data will be discussed next.

C. The social media Data Challenges

Many researchers have addressed the challenges of handling
social media text in the general text mining domain.It is
reported to be worse with social media data under the CTI
domain due to unique characteristics and traits [30] [24].

Social media text is a common type of user-generated data
that is known to be short, unstructured, sparse, and likely to
contain many “noisy” patterns such as emoji, HTML, mis-
spelling and symbols.Such data generally require sophisticated
pre-processing steps before machine learning techniques can
be applied, for example, stemming, lemmatilization, stop-
word removal etc. Our explonary analysis with CTI tweets
further reveal that CTI data contain significant domain specific
words that require expert knowledge to understand the context.
As an example, Cyber security content typically includes a
large number of technical terms related to software, IT in-
frastructure, networking, and programming. Abbreviations and
distinctive naming conventions are also prevalent. The term
“dirty cow” refers to a “copy-on-write” security vulnerability,
and “XXS” refers to a “cross-site scripting vulnerability” in
cyber security. Without understanding the domain context,
terms like “BlackCat”, “WannaCry” and “Bad Rabbit” [31]
[32] [5] are unlikely to be associated with ransomware attacks.
These terminologies can lead to ambiguity and be a significant
barrier to machine learning’s ability to learn effective text
features and their underlying semantics.

D. Text representation learning for topic models

Text representation learning is the study of converting raw
text into numerical features in order to facilitate effective
machine learning techniques, which is an important component
of Natural Language Processing (NLP) [33]. Traditional topic
modeling (e.g. LDA and NMF) methods generally use bag-
of-words(BoW) to learn the text representation which are cal-
culated purely based on word occurrence and frequency [33].
Such text representation methods are criticized for ignoring
word order and text semantics [34]. Given the domain-
dependent, noisy, and low-occurrence nature of CTI textual
data, the BoW representation is found less-effective in social
media analysis [35]. For example, in BoW representation,
“vulnerable” and “vulnerabilities” are considered as two dif-
ferent features despite their similar meaning, unless stemming
and lemmatization are performed to unify the word’s mor-
phological variations [36]. However, this processing becomes
computational expensive for large datasets as well as it losses
expressiveness of the data.

With the recent success of deep neural networks, distributed
text representations have gained popularity due to their abil-
ity to capture context in documents [33]. The most well-
known architecture in this category, Bidirectional Encoder
Representations from Transformers (BERT) [11], enriches
the contextualised feature representation by pre-training from
large-scale corpora such as Wikipedia and the Book Corpus.
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The use of BERT and its derived language models as input
has improved state-of-the-art performance in a wide range of
text mining tasks, including classi�cation and topic modelling
[36] [37].

BERT and its variations can introduce three bene�ts into
the topic models. (1)BERT learns bidirectional, semantic word
relations to better capture the contextualized meaning from the
document. (3) Contextualized representation from pre-trained
language models can reduce the need for extensive data pre-
processing (e.g., stemming, lemmatization, stop-word removal
etc.). This is because pre-training is commonly performed on
raw text. (2)There are numerous pre-trained language models
that have been �ne-tuned for various domains and genres
from which we can select the one that best suits our needs.
For example, SentenceBERT [38] is optimized for semantic
search and sentence embedding while CyBERT is a language
model for cybersecurity domain [39]. While the state-of-the-
art text representation methods claim to lead better results
in several down stream text mining tasks, they have not yet
been fully explored in the domain of CTI. Considering the
unique characteristics of CTI data, there exists no in-depth
comparative study on the task of topic modeling. We address
this gap by exploring various topic modelling approaches in
combine with different text representation methods (e.g. BoW,
TF-IDF, BERT). We conduct extensive experiments on a real-
world case study of log4shell vulnerability. To the best of
our knowledge, this is the �rst study that extensively investi-
gates topic modelling techniques for understanding cyberthreat
events on social media.

III. T HE VULNERABILITY DISCOVERY AND TRACKING

FRAMEWORK

This section introduces the proposed framework and its
work�ow, as depicted in Figure 1. This framework consists of
four phases: (1) Data Collection, (2) Preprocessing, (3) Topic
Modeling and (4) Topic Analysis. The framework begins by
collecting Twitter data generated by a list of in�uential users

over a de�ned time period. The collected data is pre-processed
and transformed into different feature representation (BoW,
TF-IDF, BERT) for topic modelling. Various topic modelling
methods are used to identify topics, which are then thoroughly
evaluated using de�ned metrics. Finally, the topic insights and
dynamic visualisations will be presented and analysed. The
insights into the topics can help the cybersecurity professionals
identify how a cyberthreat-related topic emerges, evolves,
and fades over time, allowing them to prioritise patching
resources and plan risk mitigation strategies. In the following
subsections, we will go over each phase in detail.

A. Data collection

In social media text analysis, data (i.e. tweets) can be collected
by two approaches.The �rst method involves collecting tweets
that contain a set of pre-de�ned search keywords. However,
this method is prone to overlooking new emerging keywords
and surrounding topics. The second method is to �nd a group
of users and collect their tweets. This approach ensures a
good coverage of topics that may related to potential unknown
threats and vulnerabilities. This framework adopts the second
approach.

Vulnerability information is frequently shared on Twitter
by a group of cybersecurity professionals. They use Twitter
as a crowd-sourcing platform [19] to discuss vulnerability
descriptions, exploit demonstrations, and potential counter-
measuresFrei et al. de�ned this group of people as Security
Information Providers (SIP) [1] who play critical roles in
the cybersecurity ecosystem by gathering and disseminating
timely security news. The decision to collect data from SIP
accounts ensures that we have a consistent, high-quality,
reliable, and accountable source of data for further analysis.

We identi�ed 47 SIP Twitter users with a signi�cant number
of followers for data collection from the Twitter timeline
API 3. These user are identi�ed based on mutual followers, and

3https://developer.twitter.com/

Fig. 1: The proposed social media vulnerability tracking framework
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validated manually with the help of two cybersecurity experts.
They include cybersecurity researchers, threat hunters, OSINT
(open-source intelligence) investigators, malware researchers
and CTI projects. This user pool can be expanded or cus-
tomized. A community detection algorithms [40] can assist
with automatically identify the user pool, but it is beyond the
scope of this study.

B. Preprocessing

Data preprocessing involves several key steps to clean data
and transform raw text into vectors with text representation
methods. The procedures are as follows:

1) Tweets are arranged based on time sequence.
2) Special characters, including punctuation, symbols,

URLs are removed. Twitter symbols such as “”, “#”,
“RT” and emojis are removed using regular expressions.
We further removed file hashes, IP addresses and file sig-
natures, which are low level Indicator-of-Compromises
commonly found in CTI tweets.

3) We perform Tokenization, lemmatisation and stop-word
removal on each single word in the dataset. We use
NLTK toolkit 4 for Tokenization, lemmatisation and
stop-word removal.

4) Words with frequency lower than two are removed, and
tweets whose length than two words are excluded.The
resulting dataset is then ready for feature transformation.

Text representation is to transform raw tweets into nu-
meric vectors that is suitable for machine learning algorithms.
Specifically, we compare the traditional context-free BoW rep-
resentation with contextualized pre-trained language models.
For BoW, we include term frequency based methods and
TF-IDF based methods. For BERT, We include Sentence-
BERT and CyBERT. Each representation method is detailed
as follows:

� BoW creates a vocabulary with all unique word in the
corpus5 and represents each document, in our case, tweet,
as a vector of word occurrence. We implement the Term
Frequency method with Gensim 6.

� TF-IDF is a variant of BoW that computes the product
of term frequency (TF) and inversed-document-frequency
(IDF) for each word in the document, implemented with
Gensim TF-IDF transformer.

� SentenceBERT(SBERT) is a framework to embed a
sentence or a document into contextualized dense vec-
tors [38]. SBERT is fine-tuned on pre-trained language
models on the similarity matching training objective so
that SBERT excels at clustering, semantic matching, and
other unsupervised tasks [38].

� CyBERT is a Contextualized language model for the Cy-
bersecurity Domain introduced by [39]. CyBERT is based
on BERT architecture and fine-tuned on a large cyberse-
curity corpus consisting vulnerability reports and CVE

4https://www.nltk.org/
5In NLP, corpus refers to a collection of texts
6https://radimrehurek.com/gensim/

databases. We include CyBERT to investigate whether
a domain-specific representation outperforms the domain
independent SBERT on the topic modeling task. We keep
CyBERT’s initial weights and extract features from the
models’ last four hidden layers. To remain consistent
with SBERT, we use the pooling strategy to extract the
document level vector [38].

C. Topic Modeling

Topic modelling is an unsupervised approach for discover-
ing latent topics in a collection of documents. The goal of
topic modelling is to model the relationships between three
concepts: document (in this case, tweets), word, and topic.

Preliminaries. Formally, let D = fd1; d2; :::; djg denotes
a collection of documents with W = fw1; w2; :::; wig unique
words. Let Z = fz1; z2; :::; zKg denotes number of K latent
topics discovered by a method, where K can be user-defined
or automatically set by a hyper-parameter searching method.
A topic model decomposes the Documents �Words (DW )
matrix into a Documents � Topics (DZ) matrix, and a
Topics � Words (ZW ) matrix, as illustrated in Figure 2.
Each matrix is in (Key; V alue) format. The DW matrix is
commonly found by a BoW method [10]. The ZW matrix
is used to gain the topic representation, with each topic
represented by the top � f most probable words. The DW
matrix is used to gain the topic distribution over documents.

Dynamic topic representation. Considering documents are
collected during T = ft1; t2; :::; tmg days and each document
is attached to a time step td 2 f1; 2; : : : ;mg. Specifically,
the topic weights are calculated using the mean of the topics-
document distribution for all documents at tm time steps. By
arranging documents based on the time sequence, the topic
model generates dynamic representations that allow topics
vary smoothly over time.

1) Topic model Methods
There exist several topic modeling methods and no single

approach works for all data. Methods differ depending on how
data is represented, how topics are identified, and how the
model is evaluated. In this framework, we provide a means
to adopt different family of topic models and evaluate their
performance on the CTI data to choose the best fitting method.
The framework includes traditional topic models like LDA
and NMF, as well as a neural topic model method named
CTM. [36]. We evaluate and compare them based on topic
coherence, topic divergence, topic coverage, and runtime. This
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Fig. 2: Topic modeling concepts
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enables cybersecurity professionals to choose their prefered
topic model based on their use cases.

Non-negative Matrix Factorization(NMF) is a linear
algebraic-based method for obtaining a low rank representation
(with non-negative values) from the high-dimensional input
data W �D. NMF aims to find the optimal multiplication of
W � Z and Z � D that approximately reconstruct W � D
through a loss function. Matrix multiplication can be im-
plemented as computing the column vectors of W � Z as
linear combinations of the column vectors in Z � D using
coefficients supplied by columns of W�D. We include online-
NMF [41] in the framework as it is known to perform well
for short, sparse social media data. We derived the TF-IDF
representation for computing W �D following the common
practice.

Latent Dirichlet Allocation(LDA) is a generative topic
model where each document is assumed to be represented as
random mixtures over latent topics P (T jd), and each topic is
represented as a multinomial probability distribution over the
words P (zjW ) [42]. Each topic distribution contains every
word in the corpus, but their probability varies. The top � k
most likely words are used to represent each topic. k is
usually set to 10 or 15. We include the LDA multi-core
implementation from Gensim [43] in the framework because
it is one of the most widely used topic model. BoW with term
frequency is used as the text representation for LDA [44].

Contextualized topic model (CTM) is a neural topic
modeling method based on the Variational Auto-Encoders
(VAE) architecture [45].A VAE architecture contains an en-
coder and a decoder. The encoder directly approximates the
topic distribution denotes by � for each document P (Zjd). The
decoder then estimates the word distribution denotes by �2 for
each topic P (wjz) by reconstructing a document’s BoW data
from its topic distribution. These probabilities are typically
parameterised by deep neural networks [10]. A continuous
topic representation z is then sampled from a pair of � and �2

that is regularized by a Gaussian distribution (known as the
prior) N (�; �2).

Particularly, CTM [36] is a special form of NTM that takes
both BoW and contextualized representation(e.g., SBERT) as
input. It uses the contextualized document representation to
reconstruct the symbolic BoW representation. This flexible
setting enables CTM to incorporate external knowleadge from
pretrained language models to produce more coherent and
diverse topics. We follow the implementation from [36]. CTM
is trained with 20 epochs to prevent over-fitting.

2) Evaluations
The performance of various topics models are evaluated

from topic coherence, topic diversity, topic coverage and
runtime four aspects.

Topic Coherence measures the ability of topics being
coherent and consistent for human’s interpretation. Röder et
al. [46] proposed a systematic framework to automatically
evaluate topic coherence. Specifically, we choose CV , which
was found best reflects the topic correlation through human
judgement [47] and CW 2V , which uses a Word2vec model to
indirectly estimate the cosine similarity [48] of the top � f
words in a topic. We use a Word2vec model that is trained on

the cybersecurity domain [49] to calculateCW 2V .The values
of CV and CW 2V range from [0,1]. A higher score indicates
more human interpretative topics.

Topic Diversity measures how diverse a topic are by
calculating the percentage of unique words in the top 25
topic words for all topics [50]. Topic diversity ranges from
[0,1]. A higher score indicates more diverse and possibly more
informative topics, whereas a low score may indicate topics
that are redundant.

Topic Coverage is proposed to estimate the relevance of
produced topics. In our particular use case, ideally, we would
like the topic model to produce more cybersecurity related
topics. As Twitter users commonly use hashtags to annotate
tweets. We define the topic coverage by the percentage of
overlapped words between all topic words and the top � 50
most frequent hashtags in the tweets. Let A denotes the top 50
most frequent hashtags extracted from the dataset. Let B be
a list of topic words generated by the topic model. We define
topic coverage as:

Tcoverage =
jA \Bj
A

Runtime. We report the wall time measured in seconds for
each model excluding the embedding operations. LDA and
NMF are computed on a Intel(R) Xeon(R) CPU @ 2.20GHz
instance, and CTM is computed on a Tesla T4 instance. Both
of the resources are freely available on Google Colab 7.

D. Topic Analysis

This phase presents the topic modeling results with vari-
ous visualizations to assist the cybersecurity professionals in
understanding topic dynamics and insights. Specifically, the
Word Cloud, Heat Map and line charts are used to present the
results. We will demonstrate the usage through the empirical
analysis.

IV. EMPIRICAL ANALYSIS

To demonstrate the feasibility of the proposed vulnerability
discovery and monitoring framework, we conduct a case study
to analyze the critical log4shell zero-day vulnerability incident
from Twitter discussions. To gain a quantitative understanding
of the log4shell incident, we first map the log4shell-related
time points in accordance with the vulnerability lifecycle to
provide some background information [16] [17], followed by
the description of the log4shell dataset. We then present results
and analysis from the proposed vulnerability discovery and
monitoring framework.

Prior empirical analysis [2] [19] reveals that vulnerabilities
are likely to be discussed on Twitter prior to their public
disclosure, providing a window of “attainable time advantage”
for early detection and detection of cyber threats and attacks.
Given the severity and enormous attentions received by the
log4shell incident, we aim to use the proposed framework to
uncover following questions:

1) Whether the proposed framework discover log4shell
zero-day related information

7https://colab.research.google.com/
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2) Which topic modeling method performs best on a CTI
Twitter dataset?

3) How log4shell related information is discussed on Twit-
ter during different stages of vulnerability lifecycle?

4) Whether log4shell zero-day are discussed on Twitter
before the NVD public disclosure.

A. The vulnerability lifecycle and log4shell incident

The vulnerability lifecycle introduced by [2] [18] [16]
divide the lifecycle of a vulnerability into black risk, grey
risk and white risk three phases. It provides a dynamic and
quantitative understanding of the log4shell at different risk
exposure phases.

Log4j is an open-source Java library that is part of the
Apache Logging Services. The log4shell vulnerabilities dis-
covered in the log4j open-source library fall under the category
of Remote Code Execution (RCE) [51]. log4shell enables at-
tackers to remotely execute arbitrary code and potentially gain
complete control of the system. As Logging is a basic function
widely used in many Java applications, the log4shell incident
impacted many large software companies and online services
(e.g., Amazon, Apple iCloud, Cisco, Cloudflare, ElasticSearch,
Red Hat, Steam, Tesla, Twitter), causing tremendous financial
loss [51] [52] [53].

� Black Risk is the period between a vulnerability’s first
discovery and public disclosure. Typically, the time of
discovery is the earliest time a software vulnerability
is identified as posing a security risk [18]. During this
period, only a small group of people are aware of the
vulnerability and the information is only shared in a
closed group. The log4shell vulnerability was reported
to be found on 24th November by the Alibaba Security
Group. Usually, a vulnerability is not publicly known un-
til its disclosure by an authorized body such as the NVD.
The log4shell was publicly announced at December 10,
2021 by NVD (as CVE-2021-44228). There is evident
that log4shell was exploited by hackers prior to the public
disclosure that make log4shell a typical form of zero-day
vulnerability that received a severity score 10 out of 10
[51].

[18] [16]

Fig. 3: Mapping the log4shell vulnerability incident to the
vulnerability life cycle model

� The Gray Risk period begins from the public disclosure
and ends with the release of countermeasures from autho-
rized vendors. The public disclosure is defined as the time
when vulnerability information is freely available to the
public and published by a trusted body (e.g., NVD) [18].
By the time of public disclosure, the vulnerability had
been examined by secueiry experts and rik assessments
were included (e.g., The CVSS vulnerability metrics by
NVD) [2]. Once the vulnerability information became
public, it began to draw increased attention, and the
corresponding intrusions skyrocketed [16]. In the case
of log4shell, it was reported that nearly 10 million
exploitation attempts per hour were identified after the
public disclosure at 10 December 2021 [53].Given the
severity and magnitude of the log4shell incident, we
anticipate a broader social impact and corresponding
Twitter discussions.

� White Risk refers to the period between patch avail-
ability and patch implementation. Vulnerabilities, once
discovered, are often fixed by implementing patches(e.g.,
software updates) by end users [2]. Since this period
highly depends on the end users, we do not differentiate
the time point between grey risk and white risk in
Figure 3.

B. Dataset.

Following the methods discussed in the framework, we
tracked 47 SIPs in the CTI community and collected tweets
between November 23rd and December 29th, 2021, which
covered the lifecycle of the log4shell incident. Each tweet
has a distinct ID, user, text, and timestamp. To analyse the
dynamic topic patterns and trends, we ordered the tweets
chronologically and used a single date as a time step. A glance
of the dataset is included in TableI. The final log4shell dataset
includes 24407 raw tweets from 47 SIPs over the duration of
37 days. This dataset is available online at 8.

C. Topic Modeling and Analysis

1) Quantitative analysis
We run NMF, LDA, and CTM with K set to 10-50 with a

step of 10 on four evaluation metrics to gain a comparative
performance on each model. We present the top-10 most
probable words in each topic as the topic representation for
assessing the topic quality.

With the quantitative analysis, we aim to answer: (1) Which
topic modeling method performs best on the given log4shell
dataset? (2) How the hyper-parameter K influence the models
performance. Results are reported in FigureII.Once fitted, we
select the most suitable model for topic analysis.

Topic coherence. CV is the intrinsic measurement of the
topic words being coherence and similar in the vector space.
The results show that CTM with two contextualized represen-
tations (SentenceBERT and CyBERT) consistently outperform
NMF and LDA with BoW based representations. This is
consistent with the experimental results from [36] that CTM

8https://github.com/joywang233/log4shell dataset
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is able to produce more coherent topics. We infer that SBERT
and CyBERT introduce more contextualized information into
the topic representation, making the top-10 topic words more
semantically co-related. When looking into Cw2v , all Cw2v

scores are higher than the corresonding Cv but there is no
significant differences between each models at different K
values. As Cw2v is calculated based on a Word2vec model
trained on cybersecurity corpus, high Cw2v scores indicate a
strong correlation between topic words and the cybersecurity
domain. However, because Cw2v is calculated on each fine-
grained word vector, some of them were not present in the
Word2vec’s vocabulary, resulting in an out-of-the-vocabulary
(OOV) issue, making the resulting scores less distinguishable.

Topic diversity. In terms of topic diversity, all models’
diversity decreases as the number of K increases,implying that
the optimal K for the given dataset is less than 20. When K is
set to 10 and 20 separately, CTM finds the most diverse topic
that significantly outperforms NMF and LDA. However, as K
increases, the topic diversity of CTM dramatically decreases,
indicating redundant topic words are generated. By contracst,
the diversity of NMF and LDA appear to be more resilient with
different K values. This could indicate that CTM is overfitting
or has some degree of “posterior collapse”, which is a common
problem with VAE model [10] [45]. As a result, the learned
parameters for the posterior distribution become uni-formative,
and so does the sampled topic words. Similar trend is found
for the topic coverage measurements. When K is set to 10,
all topic models find the best topic coverage, this some how
reflect that K = 10 is the optimal hyper-parameter among all
K values.

Runtime. In terms of runtime, as the K increases, all mod-
els experience an increase in runtime. NMF shows supreme
computing efficiency on the given task, whereas CTM is more
resource intensive considering the use of GPU computing.
Aside from that, CTMs, or neural topic models, may show
benefits on large datasets because they use gradient-based
approaches for optimization [54].

2) Qualitative analysis
To further examine the topic quality, we present the topics

from each model when K = 10 in Table III. As CV best
reflects the topic coherence, we marked topics with highestCV

in bold, and topics with lowest CV are underlined. We
can observe that all topic models found log4shell related
topics with the highest CV scores, indicating that log4shell
has recived great attentions and viral discussion on Twitter.
Topic words such as“vulnerability”,“exploit”,“rce”, “apache”
and “cve202144228” are coherent and informative given the
log4shell background information.

Further observations confirmed that CTM topics are more
well-organized and semantically related than those discovered
by NMF and LDA. This finding is consistent with the topic
diversity measurement, which shows that when K = 10, CTM
produces more diverse and informative topics. For example, in
NMF-t5, the word “log4shell” appears under the same topic
as “love”, “sure” and “thing”, which do not appear to be
related. In LDA, a similar trend is observed, with the word
“log4j” spreading across 6 other topics. In a nutshell, CTM
with contextualised representations produces more coherent,
diverse, and informative topics than other methods.

3) Dynamic topic pattern analysis
This section presents dynamic topic analysis and insights.

We used the methods discussed in SectionIII-D to generate
the visualizations from the CTM model with the CyBERT
embedding. Through the analysis we aim to find out:

� How log4shell related information is discussed on Twitter
during different stages of vulnerability lifecycle?

� Whether log4shell zero-day are discussed on Twitter
before the NVD public disclosure.

Overview. Figure 4 depicts a heat-map of ten topics and
their dynamic representations over time. The X-axis displays
the dates in chronological order, and the Y-axis displays the
Topic weights. Each square represents the topic weights on
a particular day. A higher value was indicated by a lighter
colour. The top � 3 words from each topic are extracted as
Y-labels.

From the heat map, we can easily examine the topic subject.
CTM, in particular, discovered eight out of ten well-defined
topics: The second topic is about Linux users. Topics 3
and 9 are about log4shell vulnerabilities; Topic 4 is about
Covid-19; Topic 6 is about ransomware; and Topic 7 is
about Christmas. Topic 8 is a little ambiguous because of
the word “wehackhealth”. According to further investigation,
“wehackhealth” is a fitness-related promotional campaign that
was popular in December 2021. Finally, Topic 10 goes over
general cybersecurity.

Log4j related topics. To gain a closer look of how log4shell
related topics change overtime. We present some of the exper-
iment results in Figure 5. Figure 5a shows dynamic patterns
for log4shell related topic. In general, Topic 3 and Topic 9
shared a similar trend. Starting on December 9th, there is a
significant increase in Topic 9’s weights, and it peaks perfectly
on December 10th, which is known as log4shell’s public
disclosure. This trend can be explained by the Vulnerability
lifecycle model, which states that when a critical vulnerability
is publicly disclosed, it garners significant attention, and the
associated intrusion attacks skyrocket. A closer examination of

ID Date Text User

[ID] 2021-12-10 This is karmic payback for everyone dogpiling on the Raspberry Pi thing [User]
[ID] 2021-12-10 The events of the day in a nutshell log4shell [User]
[ID] 2021-12-10 Me Huh vacation is nice but maybe I should check in on things [User]
[ID] 2021-12-10 Do we have a CVE for kalikali yet or should AHax apply for one Asking for a friend AHax [User]
[ID] 2021-12-10 Fxxk money Were gonna start posting IOCsraw data for hosts exploiting Apache Log4J CVE202144228 as often as we ca. . . [User]

TABLE I: Example tweets from the log4shell dataset. [ID] and [user] is used to anonymise the tweet identifier and the actual
user ID, the date is converted in a YYYY-MM-DD format for analysing the daily dynamic patterns and trends.




