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ABSTRACT

Scaling trends of logic, memories, and interconnect networks
lead towards dense many-core chips. Unfortunately, process
yields and reticle sizes limit the scalability of large single-
chip systems. Multi-chip systems break free of these areal
limits, but in turn require enormous chip-to-chip bandwidth.
The “macrochip” concept presented here integrates multiple
many-core processor chips in a single package with silicon-
photonic interconnects. This design enables a multi-chip
system to approach the performance of a single large die.

In this paper we propose three silicon-photonic network
designs that provide low-power, high-bandwidth inter-die
communication: a static wavelength-routed point-to-point
network, a “two-phase” arbitrated network, and a limited-
connectivity point-to-point network. We also adapt two
existing intra-chip silicon-photonic interconnects: a token-
ring-based crossbar and a circuit-switched torus.

We simulate a 64-die, 512-core cache-coherent macrochip
using all of the above networks with synthetic kernels, and
kernels from Splash-2 and PARSEC. We evaluate the net-
works on performance, optical power and complexity. De-
spite a narrow data-path width compared to the token-ring
or torus, the point-to-point performs 3.3x and 3.9x better
respectively. We show that the point-to-point is over 10x
more power-efficient than the other networks. We also show
that, contrary to electronic network designs, a point-to-point
network has the lowest design complexity for an inter-chip
silicon-photonic network.

Categories and Subject Descriptors

B.4.3 [Hardware]|: Interconnections— Topology
; C.1.2 [Computer Systems Organization]: Multipro-
cessors—Interconnection architectures
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1. INTRODUCTION AND MOTIVATION

Today, state-of-the art processors feature multiple cores,
such as processors with 4 to 8 cores along with the concomi-
tant cache and memory controllers all on one die [17, 32].
Projections for the next decade indicate tens to hundreds of
cores on a die [2,4,39]. As the number of chips and memories
grow, the need for efficient on-chip interconnect networks be-
comes even greater, especially as chip power becomes dom-
inated not by processor cores but by the need to transport
data between processors and to memory [23]. Over the years,
many electronic technologies [8,18] and on-chip network and
router architectures [11,21,26] have been proposed to meet
the need for increasing on-chip communications. For this
communication, on-chip wires can provide suitably high-
bandwidth and low-power interconnect [15,16,20,29].

The trend to larger numbers of cores coupled with re-
cent memory and on-chip communications technologies leads
to dense, powerful compute blocks—a single many-processor
chip. Unfortunately, the scalability of this single processor-
chip approach is limited by the low process yields of large
chips [31,38]. One way to overcome this area constraint is
to aggregate together several chips in a package, breaking
free of the “reticle limit” of a single chip by using many in-
dividual smaller chips. Such a strategy requires enormous
chip-to-chip bandwidth for these separate chips to perform
as a contiguous piece of silicon, as well as the ancillary pack-
aging, power delivery, and heat removal technologies for the
aggregated chips. A popular strategy for such integration
is to use vertical “3D” stacking of chips, connected using
through-silicon-vias [5]. However, limits on delivering power
to—and removing heat from—chips placed squarely atop one
another means that vertical stacking is best employed for
low-power applications such as DRAM integration. By con-
trast, high-performance and high-power processors are ide-
ally spread out as an array of chips in a larger package, allow-
ing power delivery to the chips’ fronts and heat removal from
their backs. Interconnecting such an array of chips presents
a challenge: the density of off-chip I/O and package routes
dramatically lags that of on-chip wires [36], forcing the use of
overclocked and high-power serial links. Newer approaches
using coupled data communication [12,19] bypass soldered
1/0 and package routing and instead employ silicon “bridge”
chips between processors, thus carrying all data over dense



on-chip wires [30]. While these systems enable modest ar-
rays of chips, their scalability is limited by the low speed of
on-chip wires, especially over distances longer than 10mm.

Silicon photonics is an emerging technology that may help
to fill this need for high bandwidth, low power-per-bit chan-
nels essential for the deployment of multi-chip systems based
on these many-core processors [3,14,23,37,40,43]. On-chip
optical channels paired seamlessly with inter-chip optical
waveguides can provide up to 20 Gb/sec per wavelength
of light. The ability to multiplex many wavelengths onto
a single waveguide promises very high bandwidth density.
Optical links are expected to provide latencies of 0.1 ns/cm
at an energy cost of 160 femto-joules/bit (£J/bit) using cou-
pling structures to silicon waveguides of under 20 micron
pitch [24,25]. At such a low area, energy, and latency cost—
especially relative to electrical interconnects—these optical
links dramatically reduce the incremental cost of chip-to-
chip bandwidth and open up entirely new areas of system
exploration.

One such direction might be to widely separate discrete
processor chips and interconnect them using fibers, thus us-
ing optical links to create physically large but logically dense
systems. This would offer simpler packaging, power, and
heat requirements yet seemingly provide the bandwidth ad-
vantages of wavelength multiplexing. However, chips con-
nect to fibers at a relatively large 250 um core pitch, not
the 20 pm pitch of optical proximity couplers, so chip-to-
chip bandwidth over fibers would not be much improved
over area solder balls connected to package routes. To truly
exploit the bandwidth advantages of silicon photonics, a
high-performance system should instead employ dense sili-
con waveguides with fine-pitch connectors and tightly pack-
ed processors.

We introduce the macrochip, which is a technology plat-
form for building a large processor node by integrating mul-
tiple processor die with a silicon-photonic interconnection
network. The network is embedded in a Silicon-on-Insulator
(SOI) substrate, and the processor die are connected to the
network using optical proximity communication, which to-
gether make inter-die and intra-die communication band-
widths nearly equivalent. This approach provides a single-
package compute block much larger than a single processor,
but requiring neither large chips with low yield nor large
numbers of input/output pins, which are expensive in area
and power. The macrochip can thus be viewed as a silicon-
photonic-based large scale shared memory multi-processor
or a “cluster on a chip.” In this paper we have attempted
to provide all architecturally-relevant information about the
Silicon-photonic technology used. Full details about specific
devices can be found in [25]. Fundamental to such a sys-
tem, however, is the silicon photonic network that connects
together the individual chips.

Prior work in silicon-photonic networks has introduced
network topologies such as an optical crossbar with token-
ring arbitration [40] and a torus [37] in the context of single-
die systems. In this paper, we propose the architecture
and design of three silicon photonic networks for macrochip-
like architectures: a statically-routed wavelength division
multiplexed (WDM) point-to-point network that requires
minimum optical complexity and no arbitration or switch-
ing; a limited point-to-point network that requires no more
than one electronic router-hop per message; and a shared
row data network with two-phase arbitration that provides

Figure 1: Physical Layout of a 4x4 Macrochip. Two
Face-Down CPU Die Are Shown At An Angle.

greater die-to-die bandwidth but uses optical switches. We
also evaluate the performance, power, and complexity of
these networks in a macrochip-like architecture.

Because no prior work has focused on a macrochip-like
shared memory multiprocessor, we adapt two promising sili-
con photonic intra-chip network architectures to the macro-
chip layout and technology as a point of comparison. We
perform a thorough simulation-based performance evalua-
tion of all five network architectures on two of the SPLASH-
2 shared-memory benchmarks [42], three of the PARSEC
benchmarks [6], and four synthetic benchmarks.

The contributions of this paper include:

e An architectural introduction to the macrochip, a tech-
nology platform for a computing system embodying a
silicon-photonic intra-die interconnection network with
high peak aggregate bandwidth, low latency and low
power.

e A classification of optical on-chip networks.

e Three interconnection network topologies designed for
the macrochip, two previously unpublished. One net-
work is optimized for all-to-all communications pat-
terns and the other two offer improved link bandwidths.

e A thorough performance, power and complexity eval-
uation of all network architectures.

The rest of the paper is organized as follows. In section 2,
we describe the enabling silicon-photonic technology with re-
gards to the various optical components used including their
power, bandwidth and latencies. In section 3, we present a
brief description of the macrochip architecture and give some
of its advantages. In section 4, we describe the architecture
and design of the three proposed network architectures along
with the adapted reference architectures. In sections 5 and
6, we describe our evaluation methodology and analyze our
results. Finally we survey the background work in related
areas in section 7 and conclude in section 8.

2. SILICON-PHOTONIC TECHNOLOGY

In this section, we give a brief overview of the silicon-
photonic components used in a macrochip. A macrochip
consists of a large silicon routing substrate containing op-
tical waveguides. This routing layer has chip-sized openings
etched into its surface, and in each opening (called a site) is a
processor chip with several cores and caches, and a memory



modulator e

Laser, Aq
O %

i

o0

SOl substrate

D
MQuides

RX site

data

detector ! TIA ¢

Silicon Substrate
Inter-layer ﬂrt(g SWarouds| § Gep
coupler w/ I S £
integr:
te.g ated Silicon Substrate
mirrors

Figure 2: A Single Photonic Link. Not Shown Are Mux/Demux Devices for WDM.

Energy Signal Loss
Modulator 35 fJ/bit (dynamic) 4 dB
OPxC negligible 1.2 dB
Waveguide negligible 0.5 dB/cm
Drop Filter negligible 0.1 dBor 1.5 dB
Receiver 65 £J/bit (dynamic) N/A
Switch negligible 1 dB
Laser 50 fJ/bit (static) N/A

Table 1: Optical Component Properties

chip. Site-to-site communication uses the optical waveguides
in the routing layer; the silicon routing layer contains noth-
ing but these passive optical waveguides, making its yield
reasonable (see [25,43] for details).

Figure 2 shows a canonical representation of a site-to-site
photonic link. Fiber arrays bring off-chip continuous wave
laser sources into the macrochip. At each source site, a
single-wavelength laser light is modulated by an electronic
digital data signal using an electro-optic (EO) modulator.
The resulting optical data signal couples to a waveguide on
the silicon photonic routing layer through low-loss optical
proximity communication (OPxC) [43]. As shown in fig-
ure 2, in which two chips placed face-to-face transfer light
from waveguide to waveguide through a pair of matching
and aligned reflective mirrors [9]. On the silicon-photonic
routing layer, the optical data signal travels along wave-
guides to the destination, where it couples via OPxC up to
the destination site. There, a photodetector and electronic
amplifier convert the optical data signal into an electronic
digital stream.

Wavelength division multiplexing (WDM) in the network
increases bandwidth density by reducing the number of rout-
ing waveguides and enabling multiple data channels per wave-
guide. With WDM, several modulated data streams at dif-
ferent wavelengths (from different source lasers) share a sin-
gle waveguide.

Next, we discuss technology options for each of the major
optical components and describe their performance charac-
teristics. The component parameters are based on extensive,
on-going device development and reasoned extrapolations to
the 2014-2015 time frame. Table 1 presents a summary of
the component energy and signal loss characteristics.

Off-chip laser sources connect to the macrochip via op-
tical fiber array cables using either edge coupling or surface
normal coupling enabled by grating couplers. A commer-
cially available WDM-compatible distributed feedback laser

can source a single wavelength at 10 mW of optical power.
Optical power sharing can then reduce the total number of
laser sources required.

Modulators convert an electronic data stream into an
optical data stream. One of the most promising candi-
date technologies is a silicon CMOS modulator consisting of
a reverse-biased, carrier-depletion ring resonator [44]. For
such rings running at 20 Gb/sec we envision the modula-
tor power to be 0.7 mW, and have a resonator ) of about
12,000. During operation, ring modulators introduce con-
siderable optical loss; we target a total loss of 4 dB. When
disabled, ring loss is significantly smaller at 0.1 dB.

A multiplexer combines multiple channels on separate
wavelengths into a single waveguide. One way to implement
a compact multiplexer is to use cascaded silicon CMOS ring
resonators [46]. The primary challenge for using such rings
is efficiently tuning them to overcome fabrication tolerances
and ambient temperature variations of the ring filter; we
target 0.1 mW per wavelength tuning power. We target
worst-case channel insertion loss of 2.5 dB.

Optical proximity communication (OPxC) couples
an optical data signal from a waveguide on one chip to a
waveguide on another, if the chips are placed face-to-face.
The coupling is broadband with a targeted insertion loss of
1.2 dB per coupling. One way to accomplish this is to use
mutually aligned waveguide gratings on two chips [28, 41].
Another approach employs a pair of mutually aligned re-
flecting mirrors [24,43].

Waveguides route optical signals from their source site
to their destination site. The macrochip employs two types
of waveguides: short local waveguides on a thinned SOI
substrate with less than 0.5 dB/cm loss, and global waveg-
uides on a 3 pm thick SOI routing layer with less than 0.1
dB/cm loss. The low-loss global waveguides have a pitch of
10 pm. Across the largest envisioned macrochip, the worst
case waveguide loss for site-to-site transmission is 6 dB.

A drop-filter demultiplexes a single wavelength from a
shared multi-wavelength waveguide. A filter has two out-
puts: one output carries the optical data stream at the
selected wavelength, and the other carries the remaining
wavelength channels. Silicon CMOS ring resonators are a
promising candidate for implementing compact, low-power
drop filters. As with multiplexers, the power required to
tune the drop-filter is targeted to be 0.1 mW per wave-
length. The insertion loss is 0.1 dB for each wavelength
that passes through the device and 1.5 dB for the selected
drop wavelength.

A receiver consists of a waveguide photodetector and
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electronic amplifiers, and converts a single-wavelength op-
tical signal into an electronic digital signal [45]. We target
operation at 20 Gb/sec with a sensitivity of -21 dBm, and
consume 1.3 mW.

A broadband optical switch can be implemented using
waveguide Mach-Zehnder interferometers [13], although at
large area cost. A compact quasi-broadband optical switch
can be created using the periodic resonances of a ring res-
onator of an appropriate size [27]. Such a switch can direct
input light to one of two output channels over a 30 nm wave-
length range. With aggressive development, we target the
maximum insertion loss for the switch to be under 1 dB,
with a power consumption of 0.5 mW.

With these envisioned components, the optical link loss
for an un-switched link is 17 dB. If a laser launches 0 dBm
power at the modulator, a receiver sensitivity of -21 dBm
provides 4 dB margin, which should be sufficient for reliable
link operation.

Silicon photonic interconnection networks are being ac-
tively researched because of at least two important proper-
ties. First, they promise high-speed, low-latency data trans-
mission, at about 0.3c in SOI waveguides. Second, optics
potentially provides low energy data transmission, projected
to be significantly less than 1 picojoule/bit [25]. Achieving
such energy targets involves many optics and circuits chal-
lenges, including high efficiency resonator tuning, efficient
WDM lasers, ultra-low power modulator and receiver cir-
cuits, precision chip alignment, low cost packaging, seamless
fiber-optic off-chip communications, and many more. While
these issues are beyond the scope of this paper, they are
discussed in many of the references, including [25].

3. THE MACROCHIP

The macrochip architecture integrates multiple conven-
tional die, each about 225 mm? in size, using silicon pho-
tonics to achieve performance similar to that of an equivalent
64x225 mm? single die. This design bypasses die size limits
imposed by technology yields and makes possible dramati-
cally more cores on a virtual “chip.” The macrochip can be
viewed as a large scale shared-memory multiprocessor or a
cluster, whose performance is not restricted by the limited
pin counts on processor die because all cores are intercon-
nected through dense silicon photonics.

The macrochip achieves multi-die integration through a
large SOI substrate supporting an array of physically sepa-
rate CMOS die, called sites. The substrate contains two lay-
ers of silicon optical waveguides; the layers run in orthogonal
directions much like on-chip electrical wiring, with via-like
connections between the layers built using low-loss OPxC
connectors. By using two optical routing layers, orthogonal
waveguides avoid physically intersecting and suffering signal
crosstalk. The substrate layers are SOI because the silicon
waveguides require a buried oxide for light confinement [25],
although photonics-enabled bulk silicon may in the future
eliminate the need for SOI [33].

The macrochip shown in figure 1 is an 8 x 8 array of sites,
where each site contains both processor and memory die.
The memory can be conventional DRAM or other technol-
ogy, and occupies up to 225 mm? in area. It sits face-up
in a cutout in the SOI routing substrate. A smaller 125
mm? processor die sits face-down, partly overlapping the
memory and the SOI substrate and spanning the two. The
processor and memory die are connected using electrical
proximity [12]. Additional memory can be located off the
macrochip and accessed via optical fibers. The processor is
a multi-core die with memory controllers, a cache hierarchy,
and an intra-die interconnect network [10]. The details of
the processor die are beyond the scope of this paper. The
processor and memory die connect using electrical proximity
communication [12]. The processor die also includes optical
transmitters, receivers, and waveguides positioned to over-
lap the SOI routing substrate, and uses OPxC to connect its
waveguides to those in the SOI routing substrate [24]. Power
is delivered to each site from a top plate and connected us-
ing solderless spring contacts that allow chip replaceability
for higher system yield [30].

An Oracle Niagara 2 [32] processor scaled for low-power
operation in 2015 can operate at 5 GHz, in a 16 nm tech-
nology with 64 single-issue cores in 125 mm?. This chip
will require 1 W/core or 64 W /site, including the processor,
the optical interfaces, memory controller and caches. This
means that a 64-site macrochip will dissipate about 4 kW
of power. Cooling such a package, while challenging, can be
done using liquid and direct-bonded copper cold plates with
microchannels to directly shunt cold water to each chip site.
Today, vendors sell plates for a few hundred dollars that can
cool 3 kW over a 5 cm x 5 cm area [1], so cooling 4 kW over
a much larger macrochip area can be done with a similar
design.

The inter-site interconnection network is designed to offer
2.56 TB/sec bandwidth into a site and 2.56 TB/sec from
a site, by employing 1024 transmitters and 1024 receivers,
each running at 20 Gb/sec (2.5 GB/sec). This gives a total
peak aggregate bandwidth of 160 TB/sec. The waveguides
each carry 16 wavelengths.

The lasers used for the silicon photonic interconnect will
be located off-macrochip and brought in using optical fibers
to edge connectors on the macrochip. We assume lasers ca-
pable of generating eight discrete wavelengths will be avail-
able in 2015, and each wavelength can be split to drive eight
channels using power sharing. Thus, 1024 lasers will be
needed to drive the entire interconnection network. Because
a macrochip can support up to 2000 edge fiber connections,
the optical bandwidth will be sufficient for inter-site com-
munications, off-macrochip memory accesses, and 1/O con-
nections.



The macrochip architecture as described enables building
a large-scale shared-memory multiprocessor in a single log-
ical chip made up of 64 die. The remainder of this paper
is devoted to describing five different network designs for
connecting these die and, for each design, evaluating perfor-
mance, power and complexity.

4. NETWORK ARCHITECTURES

Section 3 described a target system for the 2015 time
frame. However, simulating such a large system is currently
intractable. Therefore, in the following sections we describe
and analyze a scaled-down system where both the compute
power and network bandwidth are reduced by a factor of
eight. Therefore, each site has 128 transmitters and 128 re-
ceivers, the total peak network bandwidth is 20 TB/sec, and
there are 8 wavelengths per waveguide and 8 cores per site.
These are detailed in tables 4 and 6.

4.1 Classification of Optical Network Archi-
tectures

Implementing electronic dynamic packet switching is rela-
tively straightforward. Therefore, designers of conventional
on-chip networks can choose from a wide range of multi-hop
network topologies [10]. However, optical dynamic packet
switching is much more difficult. A switched optical net-
work is either circuit switched, using dynamically set optical
switches; or requires multiple optical-electrical conversions
and routing in the electronic domain. The goal of this paper
is to propose and evaluate optical network architectures of
various types for the macrochip. Based on the switching or
routing architecture used by the network, we classify optical
network topologies into the four broad categories below.

Optical Networks Without Switching or Routing. The only
network that falls under this category is a fully connected
optical point-to-point network. A fully connected electronic
point-to-point network is difficult to implement due to the
quadratic growth in the number of wires and connections.
In the optical domain, however, we exploit WDM in silicon
waveguides to reduce waveguide area and routing complex-
ity. We show in section 6.4 that a point-to-point network
is less complex than other, switch-based architectures. A
point-to-point networks has almost no overhead for data
transmission, but is limited to low-bandwidth and narrow
datapath site-to-site optical channels.

Clircuit Switched Networks. These architectures use a net-
work of waveguides and optical switches with multiple host
access points to interconnect compute nodes. Each com-
pute node sets up a series of optical switches, using an in-
dependent optical/electrical path-setup network, to connect
the node to the destination. No explicit arbitration among
senders is required for data transmission. Depending on the
topology and complexity, these networks are either blocking
or non-blocking. A non-blocking network implies that a cir-
cuit established between any pair of nodes A’ and "B’ will
not block a circuit between any other pair of nodes 'C’ and
’D’. We adapt the architecture of the optical circuit-switch
torus proposed in [35] to the macrochip technology.

Arbitration-Based Switched Optical Networks. Arbitrated net-
works are fundamentally circuit switched networks but differ

in the way the optical circuit is established. All sources con-
tending for a shared data channel arbitrate for data slots
prior to data transmission. The arbitration mechanism also
sets up the appropriate switches for data transmission. These
networks usually require a separate arbitration network for
control. One proposed optical crossbar architecture uses op-
tical token ring arbitration to access the network [40]. We
adapt this network topology to the macrochip architecture.
Based on our power analysis we find the crossbar archi-
tecture has high power consumption when adapted to the
macrochip. We propose a two-phase arbitration-based net-
work that has lower power requirements at the expense of
lower site-to-site bandwidth than the network in [40].

Optical Networks with Electronic Routing. These networks
use multiple hops between the source and destination nodes;
however at each hop, the optical packets are converted to
the electronic domain, packet switched to the appropriate
output port, and then converted back to the optical domain.
We modify the point-to-point network (above) to limit the
number of direct connections and use a maximum of one
electronic switching hop in order to provide full connectivity
in the network. This facilitates higher bandwidth site-to-site
optical channels compared to the point-to-point network.

The five networks chosen for the macrochip have remark-
ably different properties. The point-to-point network has
the least overhead but is limited by low-bandwidth narrow-
datapath site-to-site channels whereas the switched networks
have higher bandwidth wider-data-path data channels but
with higher overhead in the form of arbitration, path setup
or electronic routing.

4.2 Statically-Routed Point-to-Point Network

In the static WDM-routed point-to-point network, each
site has a dedicated optical data path to every other site.
Figure 3 shows a 2 x 2 point-to-point network. The figure
shows a packet transfer from site 0 to sites 1 and 3. Site
0 uses the same horizontal and vertical waveguide for both
transfers, but uses a different wavelength for each destina-
tion, blue for site 3 and red for site 1.

The network layout consists of horizontal waveguides be-
tween the rows of the macrochip and vertical waveguides
between the columns of the macrochip. The horizontal and
vertical waveguides are laid on the bottom and top layers,
respectively, of the SOI routing substrate, and horizontal
waveguides connect to vertical waveguides using inter-layer
couplers. Each vertical waveguide drops one wavelength at
each site in the column. A transmitting site can communi-
cate with any receiving site S by choosing the waveguides
leading to the column of site S and the wavelength that is
then dropped at site S.

In the 8 x 8 macrochip configuration, each site sources 16
horizontal waveguides, each carrying 8 wavelengths of light,
for a total of 128 wavelengths. At a bit-rate of 20 Gb/sec
(2.5 GB/sec) per wavelength, and with 64 sites, the network
has a total peak bandwidth of 20 TB/sec. Each point-to-
point data channel uses two wavelengths for 5 GB/sec. The
network uses 8192 total horizontal and twice as many verti-
cal waveguides, because each vertical channel consists of two
waveguides for communicating both up and down. A more
detailed component count is presented in table 6.

The statically routed point-to-point network has no switch-
ing or arbitration overheads. However, the narrow 2-bit site-
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to-site data-path is a potential performance limiter. This
observation motivates the investigation of other types of net-
works with higher point-to-point bandwidth.

4.3 Two-Phase Arbitration-Based Switched Op-

tical Network

Data Network Topology. This architecture uses shared data
channels between sites to increase the bandwidth per site-to-
site logical connection. Figure 4 shows a small 2 X 2 version
of the macrochip with this network. All sites in a row of
the macrochip share an optical data channel to one other
site. Thus, an 8 X 8 macrochip has 512 shared channels.
Sites that share a channel are said to belong to the same
arbitration domain. Each site connects to 64 shared hori-
zontal channels, each comprised of two waveguides with 8
wavelengths per waveguide. Each of the waveguides in a
row is coupled to a vertical waveguide using an inter-layer
coupler, and this vertical waveguide is connected to one des-
tination site. Each shared channel is 40 GB/sec and 16 bits
wide. Due to the physical restriction that only one trans-
mitter at a time can feed directly into a waveguide, a shared
waveguide is implemented using broadband switches at the
feeding points. Each switch hop along the path of an optical
signal causes 1 dB loss. To minimize the optical loss through
the switches, each waveguide is implemented as two paral-
lel waveguide segments. We refer to the pair of segments
that form a logical waveguide as simply waveguides in this
section.

In order to minimize the number of transmitters in the
network, each site is limited to transmitting to only one site
in any column and hence can sustain, at most, 8 simultane-
ous 40 GB/sec transmissions to different columns. Each site
uses a tree of broadband switches per column, shown as "T”
in figure 4, to choose a destination in that column. This re-
sults in a maximum of 7 switch hops between any source and
destination and hence only a 7 dB loss. The use of switch
trees to minimize the number of switches on a path can re-
sult in contention when a site has multiple packets to send
to a single column. An alternate version of this network uses

twice the amount of laser power and double the number of
switch trees, to reduce the potential for contention. This al-
ternative, called ”2-phase Arb ALT” in the remainder of the
paper, is evaluated along with the base design in section 6.

Arbitration Network Topology. Figure 4 illustrates the topol-
ogy and operation of the arbitration network. Due to the
mesochronous properties of the macrochip [25], we can em-
ploy a completely distributed arbitration mechanism to re-
duce the arbitration overheads. Each node in an arbitration
domain makes the same decision for every arbitration re-
quest as made by all of the sites in that domain, at the
same time.

Data transmission from any site 'A’ to any site 'B’ re-
quires contention resolution among the sites in the arbitra-
tion domain and a control operation to set the appropriate
switches for data transmission. The arbitration network con-
sists of a request waveguide for each row for contention res-
olution, and a notification waveguide for each column to set
the appropriate destination switches. Each site can trans-
mit on the request and the notification waveguides using
pre-assigned wavelengths. In addition, each site is a column
manager of its column in its arbitration domain. The arbi-
tration wavelengths are assigned in cyclic fashion as shown
in figure 4, to enable WDM and reduce the number of ar-
bitration waveguides. The request waveguides are snooped
by all sites in the corresponding row, and the notification
waveguides are snooped by the all sites in the correspond-
ing column. Snooping requires higher input power propor-
tional to the number of sites snooping the waveguide. In this
case the arbitration waveguides need to be sourced with 7x
more laser power. Since the arbitration network uses a small
number of lasers (in comparison to the data network), the
increase in power is negligible. The increase in area due to
arbitration is also small, because it adds only 16 horizontal
and 8 vertical waveguides to the data network.

Arbitration Mechanism. Sites arbitrate for access to a des-
tination in arbitration slots. Each arbitration slot is about
0.4 ns, enough to transmit an arbitration request. Multiple
arbitration requests are pipelined to improve bandwidth uti-
lization on the optical data channels. The data channels are
are also time-slotted. The size of each slot is variable but
an integral multiple of a basic slot size. Data transmission
for every packet requires the following steps:

Phase 1:

1) All requests during an arbitration interval are posted
to the request network.

2) Each site in the arbitration domain sees the request
after the propagation time.

3) Each site maintains a round-robin counter for every
destination node. The counter specifies the order of assign-
ment of successive slots to the requesters. All sites in the
arbitration domain assign the same slot T} to a requester.

Phase 2:

1) At arbitration slot Ty, T < T, the column manager
for the destination column sends a switch request on the
notification waveguide in the pre-assigned wavelength.

2) Prior to slot T, all the row sites in the arbitration
domain set their respective broadband switches, the desti-
nation site sets its input-select switch, and the source site
transmits the data over the optical circuit to the destination.

The switch request notification is timed to accommodate



the switch delay. When an optical switch is set, it remains
in that position until another switch request notification
changes it.

This network provides a wider 16-bit 40 GB/sec data path
but incurs arbitration and switch-delay overheads. A de-
tailed component count for the data and arbitration net-
works is given in table 6.

4.4 Token-Ring-Based Optical Crossbar

The Corona architecture is an optical crossbar with token-
ring arbitration, using a ring topology with no waveguide
crossings [40]. Each site or cluster in the Corona architec-
ture has a dedicated waveguide bundle shared by all sites
transmitting data to that site. Access to the shared bundle
is arbitrated using a token ring. One token for each destina-
tion is propagated on a token bus by that site. A site that
needs to transmit data to the destination diverts the token
by tuning its receiver on the token channel to the correct
wavelength. On completing data transmission, the site re-
leases the token by re-injecting a light pulse into the token
bus. We adapted the Corona network to the macrochip by
using the bottom substrate to route both the token and data
waveguides and the modulators.

The Corona network architecture uses 64-way WDM and
hence each wavelength of light passes by 4,096 modulator
rings. Each modulator when tuned off-resonance causes a
0.1 dB loss to the signal causing a 409.6 dB loss along the
path. Even a WDM factor of 8 as used by the macrochip,
causes a 51.2 dB loss. In order to limit the power loss due
to the rings to 12.8 dB, we reduced the WDM factor to 2
and increased the number of waveguides by a factor of 4.

The macrochip dimensions are 10x the dimensions of the
chip proposed for Corona. We scaled the 8 cycle round-
trip token latency specified in [40] based on dimension. In
our adaptation, it takes 80 cycles for a token to complete a
round-trip.

4.5 Circuit Switched Network

A circuit switched network requires a path setup proce-
dure to set the appropriate optical switches along the path
from the source to the destination. The circuit-switched-
style network in [35] uses an electronic torus overlaying an
optical torus. The optical torus uses a 4 x 4 optical switch
at each switching point. This optical torus network enables
non-blocking operation. The electronic network is a low-
bandwidth packet-switched network and is used to set up
an optical path from the source to the destination. Each
switching point in the electronic network is attached to the
4 x 4 optical switch that it controls. To establish an op-
tical circuit, a source node initiates a path-setup packet on
the electronic network from its gateway; this setup packet is
routed through multiple switch points to the destination. At
each switch point the router sets the corresponding optical
switch and routes the packet towards the destination site.
Similarly, a post-communication path-breakdown procedure
is followed to tear down the optical circuit.

We adapted the network topology and architecture in [35]
for the macrochip. Adding an inter-site electronic network
for path setup on the macrochip would require an active
substrate with long running wires/lines, complicating the
design of the macrochip. Therefore, in our adaptation, we
used a low bandwidth optical network for path setup instead
of an electronic network.
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Figure 5: 3x3 Limited Point to Point Network
Topology

We perform the path setup, acknowledgment and path
tear-down using the optical control network. We added the
the additional routers required for non-blocking operation
to the macrochip sites. The optical torus adapted to the
macrochip is similar to that in [35] and is completely routed
in the lower substrate to reduce the coupler loses. Each
macrochip site sources 16 waveguides with 8 wavelengths
per waveguide. This requires 64 waveguide loops between
each row of sites in the macrochip, resulting in 50% fewer
waveguides compared to the WDM point-to-point network.

This network however has two major drawbacks. First, it
requires a large number of waveguide crossings. Waveguide
crossings induce significant crosstalk into a waveguide, espe-
cially when one waveguide is crossed at multiple points [7].
Because we do not know the crosstalk loss assumptions used
in [35], we assume negligible crosstalk at waveguide crossings
for the macrochip adaptation of this network. Second, there
are similar questions about the power loss due to broadband
switches. As shown in Table 1, we project that a broad-
band 1 x 2 switch will cause a 1 dB power loss. For the
adaptation of the circuit-switched network, we use a more
aggressive power loss assumption of 0.5 dB loss per 4 x 4
optical switch. The worst case path in the network requires
31 optical switch hops causing approximately 15 dB loss to
the input signal, requiring an approximate 30x increase in
the laser power. More detailed component counts and power
estimates are shown in tables 6 and 5.

4.6 Limited Point-to-Point Network with Elec-
tronic Routing

Figure 5 shows a 3 x 3 version of the limited point-to-point
network. The topology of this network is similar to that of
the point-to-point network. Each site has direct optical con-
nectivity using a separate waveguide to every site in its row
and its column, called row-peers and column-peers respec-
tively. This provides a 20 GB/sec direct optical channel to
each of its row and column peers and a total of 20 TB/sec
peak network bandwidth. In this arrangement, there are
no direct optical channels to the other sites - the sites that



are not in the row or column of the source site. Electronic
routing is used to extend the connectivity of a site to the
remaining sites. This routing is implemented by adding two
7% 7 electronic routers on each site: one for forwarding pack-
ets from row peers to column peers and one for forwarding
from column peers to row peers. Communication between
non-peer sites requires that a data packet be first forwarded
to a site that is a peer to both the source and the destina-
tion. At the forwarding site, the data packet is converted
to the electronic domain, forwarded to the appropriate out-
put port, and then converted back to the optical domain
to reach the destination. By the use of this configuration,
each transmission requires a maximum of one intermediate
O-E/E-O conversion. Table 6 gives the component count for
this network architecture. The routers used in the sites are
assumed to have a latency of one cycle.

5. SIMULATION METHODOLOGY

We performed a detailed evaluation of the five network
architectures for the macrochip using two kinds of work-
loads: application kernels and synthetic benchmarks. We
used five shared memory application benchmarks, two from
the SPLASH-2 suite and three from the PARSEC suite. The
benchmarks and the data sets used are listed in Table 2. The
SPLASH-2 benchmarks were compiled with the Sun Studio
12 compiler suite with -fast optimization and the PARSEC
benchmarks were compiled using g++ version 3.4.3 with -03
optimization for the UltraSparc T2+ processor.

The four synthetic benchmarks were chosen to represent a
range of traffic patterns. In the butterfly and transpose pat-
tern, each site only sends to one unique destination, whereas
in the nearest-neighbor pattern, each site communicates with
four neighbors. Table 3 lists and describes the synthetic
benchmarks. These benchmarks were driven by two types
of coherence mixes: Less Sharing (LS) and More Sharing
(MS). In the LS mix, 90% of coherence requests have no
sharers for the cache block, while in the MS mix, 40% of re-
quests have three sharers. All of the synthetic benchmarks
are driven at a rate equivalent to an L2 cache miss rate of
4% per instruction.

Table 4 shows the simulated macrochip configuration. We
reduced the number of cores per site from 64, in the config-
uration proposed in section 3, to 8 to make the simulation
more tractable. Accordingly we reduced the total network
bandwidth by 8 times, to a peak of 20 TB/sec for all the
networks. We also used a 256 KB cache, shared by all cores
on the site, to suit the data set sizes of the applications.
The optical-fiber-connected main memory is not modeled in
detail. We leave the study of effect of main memory tech-
nologies on performance to future work.

Our simulation infrastructure consists of two parts. The
macrochip CPU simulator is an instruction-trace driven mul-
tiprocessor core/cache simulator that models an MOESTI co-
herence protocol. The CPU simulator generates L2 miss
traffic along with detailed coherence information for all 512
cores. The network simulator models all five network archi-
tectures and is driven using the coherence traffic generated
by the CPU simulator. The network model simulates all nec-
essary network messages required by the coherence protocol
to satisfy a coherence request. We model finite MSHRs, net-
work I/O buffers and virtual channels for cache coherence
operations. To keep simulation time manageable, we do not
model the intricate details of the cache coherency protocol.

Benchmark Size Suite

Radix 32 M integers  Splash-2
Barnes 16 K particles  Splash-2
Blackscholes simlarge PARSEC
Fluidanimate (forces) simlarge PARSEC
Fluidanimate (densities) simlarge PARSEC
Swaptions simlarge PARSEC
Table 2: Benchmarks Used
Pattern Destination 1D
Uniform  Random for every packet

Transpose First half of the bits in source

site-id are swapped to second half
Swap LSB and MSB of source site-id
Source (x,y) randomly selects from
(X’Y'l)v (X7Y+1)7 (X']-vy)7 (X+17Y)

Butterfly
Neighbor

Table 3: Synthetic Patterns

6. EVALUATION

6.1 Latency and Throughput Analysis

We performed tests with 64-byte raw data packets to de-
termine the maximum throughput of each network. In these
tests, we compared the five networks using the synthetic pat-
terns listed in table 3. The input driver for these simulations
probabilistically generates data packets in a specific commu-
nication pattern. Each data packet is 64 bytes, to represent
a cache line transfer. We measured the latency per packet,
defined as the time elapsed from when the packet was gener-
ated to when the packet was received by the destination site.
The bandwidth per site and the total peak bandwidth used
for each network are as shown in table 4. Figure 6 shows
the latency response for all the networks on the synthetic
patterns. The latency per packet increases with load. The
vertical asymptote of the latency response curve shows the
maximum sustainable bandwidth for that network.

The point-to-point network performs best on the uniform
random pattern, shown in figure 6, because it has no arbi-
tration or path setup overheads. The sustained bandwidth
scales well up to 95% of peak. The token-ring network is
limited by token arbitration overheads, and so scales only to
40% of peak. The limited point-to-point network sustains up
to 47% of the peak bandwidth. This is because 75% of the
traffic is forwarded through another site. This causes each
packet to use two point-to-point links, reducing the effective
bandwidth by about 50%. The circuit-switched network has
high path setup overhead at this message size and has the
lowest sustained bandwidth, only 2.5% of peak. The origi-
nal two-phase arbitration network wastes bandwidth due to

Number of sites 64
Shared L2 Cache per site 256 KB
Bandwidth per site 320 GB/sec
Total peak bandwidth 20 TB/sec
Cores per site 8
Threads per core 1
FPU per core 1

Table 4: Simulated Macrochip Configuration
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Figure 6: Latency vs. Offered Load for Four Mes-
sage Patterns

switch tree contention, resulting in a sustained bandwidth
of 7.5% of peak. As discussed in section 4.3, this contention
can be resolved by either increasing the number of transmit-
ters or by using a more logic-intensive arbitration protocol
that provides an efficient assignment of data slots. One such
alternate configuration is evaluated further in section 6.2.

In the butterfly and transpose traffic patterns, each site
communicates with only one other site. These patterns limit
the throughput of the point-to-point network to 5 GB/sec
because they use only one of the available 64 links. The
token-ring network throughput on these patterns reaches a
maximum below 1% of peak. It takes only one cycle to
transmit a 64-byte packet, but requires 80 cycles to reacquire
the token. Because the communication pattern is one-to-
one, the token latency reduces the bandwidth utilization.

In the nearest-neighbor pattern, each site communicates
with four other sites at a time. This pattern maps well to
the row/column connectivity of the limited point-to-point
network. No packet requires any intermediate router hops.
Each site uses four of its 20 GB/sec point-to-point links
with no contention or overheads and the network achieves a
sustained bandwidth of up to 25% of the peak.

6.2 Benchmark Performance Analysis

Figure 7 shows the speedup of each network relative to the
circuit-switched network, which had the lowest performance.
The five columns on the right show results for the synthetic
benchmarks shown in table 3, and the six on the left show
results for the application benchmarks in table 2. Figure 8
shows corresponding data for average latency per coherence
operation.

In figure 7 we see that the networks that require arbitra-
tion perform poorly on the transpose and butterfly patterns.
In these patterns, each site only sends to one other site. As
discussed above, the token-ring network’s token latency re-
sults in low bandwidth utilization. In comparison, the point-
to-point network has lower data-path width, but avoids this
setup overhead, providing a higher overall speedup and a
reduction in latency. There is a relatively small variation in
speedup on the butterfly pattern because 50% of the com-

Power Loss Laser

Network Type Factor Power (W)
Token-Ring 19x 155
Point-to-Point 1x 8
Circuit-Switched 30x 245
Limited Pt.-to-Pt. 1x 8
Two-Phase:

Data HX 41

Data (ALT) 4x 65.5

Arbitration 8% 1

Table 5: Network Optical Power

munication is intra-node, and we have modeled intra-node
traffic as a single cycle loop-back link.

The “MS” sharing mix consists of a large number of inval-
idate and acknowledgment packets which are small in size,
and so the arbitration overhead dominates performance. Due
to this, the point-to-point network performance on this mix,
regardless of message pattern, is at least 4.5x better than
the arbitrated networks. Therefore, the figures show results
for only one pattern with the “MS” mix.

The two-phase arbitration network has lower overhead
than the token-ring and circuit-switched networks, and thus
provides a speedup of at least 1.6x compared to these net-
works. For the reasons discussed in section 6.1, the limited
point-to-point network performs better than any other net-
work on the nearest-neighbor pattern and has a speedup of
5x compared to the circuit-switched network. The all-to-all
pattern causes the maximum network load of all the syn-
thetic benchmarks and causes more contention for the input
switch tree in the two-phase arbitration network. The “T'wo-
phase (ALT)” alternate design discussed above improves per-
formance by 1.4x by reducing this contention.

The left six bars in figure 7 show results for the application
benchmark kernels normalized to the circuit-switched net-
work. The point-to-point network consistently outperforms
the other networks on the application benchmarks, with a
maximum speedup of 8.3x over the circuit-switched net-
work and 3x over the token-ring network on the swaptions
benchmark. This follows from the latency per coherence op-
eration shown in figure 8. The point-to-point network has
a maximum latency of only 54 nanoseconds for the appli-
cation benchmarks and 100 nanoseconds on the synthetic
benchmarks.

Despite relatively low data-path width per link, the point-
to-point network is a better choice for the small, latency-
sensitive messages in cache coherence traffic. This is due to
the absence of arbitration or path setup overhead.

The token-ring and circuit-switched torus networks have
been shown to provide good performance when used as an
intra-chip network, but when scaled to the dimensions of the
macrochip, token propagation and path-setup latency hurt
performance on the class of applications we evaluated.

The Barnes benchmark shows relatively low speedups.
This benchmark does not stress any of the networks, due
to a relatively low L2 cache miss rate.

6.3 Power Analysis

In this section, we discuss power estimates for each net-
work. The static power consumed by the networks, shown
in table 5, is calculated using the component counts shown
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in table 6 and the per-component static energy from table 1.
The dynamic power is calculated from the transmitter and
receiver energies shown in table 1.

When the optical signal passes through switches, non-
resonant modulators, or is split into two waveguides, it suf-
fers signal loss. The total loss is listed as the power loss
factor in table 5. To compensate for this signal loss, the
laser power must be increased by the loss factor. The basic
laser power is assumed to be 1 mW per wavelength. For
example, in the token-ring network, which has two wave-
lengths per waveguide, each wavelength passes through 128
modulators, which have an off-resonance coupling loss of 0.1
dB. This causes a total signal loss of 12.8 dB, or a 19x power
loss factor.

The power estimates for the limited point-to-point net-
work include dynamic router power. The energy required
by the routers to switch a single byte was conservatively as-
sumed to be 60 picojoules [34]. Figure 9 shows the energy
consumed by the routers for each workload as a percentage
of total energy. The energy consumed by routers was a max-
imum of 17% for the synthetic benchmarks, and a maximum
of 10.4% for the application benchmarks.

Figure 10 shows the energy-delay product (EDP) for each
network on each workload. This graph is normalized to the
point-to-point network, which has the lowest power require-
ments. On all but one of the application benchmarks, the
point-to-point network has more than 100x lower EDP than
the arbitrated or circuit-switched networks. The point-to-
point network also has up to 26 x lower EDP than the limited
point-to-point network. The alternate configuration of the
two-phase arbitration network is an improvement on four of
the six application benchmarks. On the Blackscholes kernel,
it has an EDP 62% of the base two-phase configuration, but
on the Barnes kernel, it has an EDP of 160% of the base.
The point-to-point network not only performs well, but has
superior EDP when compared to the other networks.
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Figure 9: Energy Used By Routers in Limited Point-
to-Point Network as a Percentage of Total

6.4 Complexity Analysis

An important factor to be considered in evaluating silicon-
photonic network architectures is scalability in terms of the
number and types of the individual components. In this sec-
tion we make a qualitative assessment of network complexity
based on those factors.

Table 6 shows total component counts for each of the six
networks. The number of physical waveguides used by the
token ring network is only 8192. However, since every wave-
guide is routed along every row, it adds to the total area
for waveguides and hence is shown as 32 K waveguides in
Table 6. The waveguide counts for the point-to-point, lim-
ited point-to-point and the two phase arbitration networks
include both the vertical and horizontal waveguides.

As the number of wavelengths per waveguide increases
with improvements in technology, the peak bandwidth for a
point-to-point network can increase without increasing the
number of waveguides. This is contrary to the case of elec-
tronic point-to-point networks where scalability is limited
by the quadratic increase in the number of wires. The other
networks analyzed in this paper require additional compo-
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Network Type Tx Rx  Wgs Switches
Token-Ring 512K 8192 32K 0
Point-to-Point 8192 8192 3072 0
Circuit-Switched 8192 8192 2048 1024

Limited Point-to-Point 8192 8192 3072 128°
Two-Phase:

Data 8192 8192 4096 16K
Data (ALT) 16384 8192 4096 15K
Arbitration 128 1024 24 0

Table 6: Total Optical Component Counts

%4 x 4 switches
b7 % 7 electronic routers

nents, such as switches and arbitration/control networks,
which increases contention and limits the scalability of these
networks.

7. RELATED WORK

In recent years, a variety of architectures have been pro-
posed using Silicon-photonic technology to build on-chip
networks for single-die multicore systems.

The Corona architecture uses a high-speed optical cross-
bar with token-ring arbitration, interconnecting 64 cores on
a single die [40]. Because the links on a single die are short,
the token propagation latency is very low. In a multi-die
system with link distances an order of magnitude larger,
this propagation latency becomes a significant performance
issue.

The non-blocking torus proposed in [35,37] uses a packet-
switched electronic network to setup an end-to-end optical
circuit in the companion optical network. This is also an
on-chip network for a single-die multicore chip. The path-
setup latency in such a network causes significant delays for
small transfers such as cache lines.

The Firefly network is a hierarchical network for a single
die that uses an electronic network for messages local to a
cluster of cores and an optical crossbar between clusters [34].
The optical crossbar is similar to that used in the Corona
architecture, and will suffer the same token latency problems
when scaled to a large multi-die system.

A detailed investigation of a silicon-photonic cache-co-
herent bus for a single multicore die is presented in [22].
The authors demonstrate that the use of silicon-photonics
can offer improvements in performance, power and area over
a similar all-electric bus for the shared-memory workloads
they analyzed.

In contrast to the above papers, our work focuses on de-

sign and evaluation of silicon-photonic networks for large,
multi-die systems. We have proposed three optical net-
works that have low power requirements for a multi-die sys-
tem. When evaluated on a large multi-die system, the per-
formance and power characteristics of the previously pro-
posed intra-die designs change considerably. We show that a
low-complexity point-to-point network performs better than
other solutions in the context of the evaluated shared-mem-
ory workloads on a multi-die system.

8. CONCLUSIONS

In this paper, we describe the macrochip technology plat-
form, which uses a silicon-photonic interconnection network
to enable building a large, high-performance single logical
chip with very high core counts.

To achieve high-bandwidth, low-power communication on
the macrochip, we proposed three silicon-photonic network
designs and adapted two promising designs from previous
work on intra-chip silicon-photonic interconnects. The net-
works covered in this paper vary widely in communication
overheads, power consumption, complexity and data-path
width.

We simulated the performance of all the networks on five
synthetic benchmarks and five application kernels, two from
the SPLASH-2 benchmark suite and three from the PAR-
SEC benchmark suite. We also performed a detailed power
and complexity estimation for each of the networks. Based
on our evaluation, we find that the static WDM point-to-
point network, despite having 1/64th the per-link data-path
width of some of the other networks, performs between 3 to 8
times better than other networks that have wider data-paths
but larger communication overheads. Due to its simplic-
ity, the energy-delay product of the point-to-point network
is between 10 and 100 times lower than the wider data-
path networks on some of the benchmarks. We have also
shown that, contrary to the case in electronic networks, a
silicon-photonic point-to-point network has the lowest de-
sign complexity and a high degree of scalability. Future
work will evaluate network architectures for message passing
workloads and the performance impacts of different memory
technologies and site architectures on the macrochip.
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