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ABSTRACT | We present a computing microsystem that

uniquely leverages the bandwidth, density, and latency ad-

vantages of silicon photonic interconnect to enable highly

compact supercomputer-scale systems. We describe and justify

single-node and multinode systems interconnected with wave-

length-routed optical links, quantify their benefits vis-à-vis

electrically connected systems, analyze the constituent optical

component and system requirements, and provide an overview

of the critical technologies needed to fulfill this system vision.

This vision calls for more than a hundredfold reduction in

energy to communicate an optical bit of information. We

explore the power dissipation of a photonic link, suggest a

roadmap to lower the energy-per-bit of silicon photonic

interconnects, and identify the challenges that will be faced

by device and circuit designers towards this goal.
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I . BACKGROUND

It has been 25 years since the concept for optical inter-

connections for very-large scale integration (VLSI) systems

was proposed [1]. During this period, researchers made
considerable progress understanding the benefits of optical

interconnects [2], the photonics components themselves,

and the integration of the photonic components with VLSI

circuits [3]. Much of the initial work focused on switching

and routing systems [4] and motivated the hybrid inte-

gration of VLSI with surface-normal detectors, modulators,

and vertical cavity lasers. Early this century saw the first

commercial-grade transceiver products and system inser-
tions to exploit this integration for switching and com-

puting systems [5], [6]. But in spite of this progress, the

full inclusion of photonic component manufacturing into

mainstream complementary metal–oxide–semiconductor

(CMOS) foundries remained elusive.

The key to unlocking this potential began with

Soref et al. in their seminal investigation of waveguides and

silicon’s electro-optic effect [7], [8]. Subsequent work at
the University of Surrey [9] and at Bookham [10] success-

fully used silicon microelectronics manufacturing tech-

nologies to create a family of active and passive optical

structures that could be integrated with high-speed laser

sources and detectors. Work continued in parallel to im-

prove the performance and to reduce the size of silicon-

based wavelength filter devices [11]. The original goals of

these efforts were to reduce the fabrication cost of the
optoelectronic components via integration and not

necessarily to produce wavelength-division multiplexed

(WDM) optical interconnections for the silicon industry.
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Nevertheless, the merger of these two efforts was in-
evitable, as suggested by Soref [12], and the new century

has seen a significant effort to create active low-loss high-

speed devices that can be manufactured in silicon and

other group IV materials [13]–[15].

Another key breakthrough was the creation of a fully

CMOS-compatible silicon photonics process. This required

a mainstream foundry, capable of building a modern pro-

cessor chip, to produce photonic components colocated
with silicon transistors in a unified process flow. After

many years of development, this was demonstrated by the

Luxtera-Freescale partnership [16]. Concurrently, the

development of high-speed modulators proved that silicon

was capable of 10 Gbps and higher modulation speeds

[17]–[19] and heralded the era of silicon photonic

interconnects.

With such demonstrations of CMOS/photonic co-
integration, researchers have now focused on the inclusion

of silicon photonic interconnects into multicore comput-

ing systems, particularly at the intrachip scale [20]–[25].

These ideas exploited the large aggregate bandwidth and

the high density of WDM optical interconnects available

with the latest silicon photonic components. In this paper,

we will describe another novel concept for a computing

microsystem based on silicon photonic interconnect: the
macrochip. It uniquely leverages the bandwidth, density,

and latency advantages of silicon photonic interconnects to

enable highly compact supercomputer-scale systems; like

other system concepts, it requires ultra-low-energy photo-

nic interconnects. In this paper, we will explore the power

dissipation of a photonic link and suggest a ten-year road-

map for the achievable energy-per-bit of silicon photonic

interconnects. We will discuss the challenges that will be
faced by device and circuit designers along the way.

II . OPTICS IN COMPUTING SYSTEMS

BMoore’s law[ is what Carver Mead dubbed Gordon

Moore’s now-famous 1965 extrapolation of transistor den-

sity scaling [26]. Moore’s idea was simple: when account-

ing for device yield, the number of integrated devices on a
chip that minimizes system cost will grow geometrically

over time. Designers have very effectively converted this

increase in transistors into increased performance; for

instance, integer benchmarks show an astonishing 35%

cumulative annual growth rate for the past 20 years [27].

The close relationship between die transistor count and

system performance arises because improving system per-

formance depends on either raising clock frequencies or on
increasing instruction, thread, and program parallelism.

While clock rate speedup has reached power and complex-

ity limits, increases in parallelism require increases in the

number of transistors to enable heavily cached, speculative,

multicore and/or multithreaded architectures. However,

increasing transistor counts by simply assembling multiple

chips together on a printed circuit board does not

efficiently improve performance because off-chip wires
between chips present fundamental performance bottle-

necks, even when used with high-speed and high-power

serializer-deserializer (SerDes) circuits. Because on-chip

wires offer unmatched bandwidth density, what designers

really want is a large continuous piece of silicon on which to

place execution engines, memories, program sequencers,

and the wires to connect them together.

Unfortunately, design complexity, time-to-market,
mask costs, and degraded yield all dramatically worsen

with large monolithic chips. These largely economic fac-

tors constrain the ability of designers to create single large

pieces of silicon. Efforts to break through these Moore’s

law limits include using capacitive coupling to assemble

multichip systems in grid-like aggregations with overlap-

ping Bbridge[ chips. In such systems, chip-to-chip I/O is

mediated by tiny chipface-to-chipface channels, effectively
extending highly dense on-chip wires across a chip-to-chip

gap, and obviating the need for large-pitch solder and

printed circuit board wires. This kind of system provides a

logically continuous piece of silicon. Most importantly,

because chip-to-chip connections are formed through phy-

sical proximity, defective chips can be reworked during

system assembly, maintaining a very low system cost.

Simple defect and yield models show a 10� cost benefit of
rematable smaller chips over single monolithic chips at

large die sizes [28].

Using capacitive solderless interconnects to build sys-

tems of moderate complexity offers many benefits: high

performance from aggregated chip area and enormous on-

chip wire bisection bandwidth, low energy from efficient

capacitive I/O, and a low total system cost from rework-

ability. However, by running all chip-to-chip I/O over on-
chip wires, a large multichip system would suffer from

high message latency: standard on-chip wires propagate at

only 5% or 10% the speed of light [29]. This would limit

the data to scalability of such a chip grid to a small number

of chips, and hence will also limit its performance benefits.

To recap, then: system performance, on critical code

benchmarks such as gigaupdates per second (GUPS) and

global fast Fourier transform (FFT), comes from the large-
scale integration of memory with multiple threads and

cores (see Section VI-B). Placing everything on a single

monolithic piece of silicon leads to unacceptable design

and yield risks, while increasing mask and complexity costs

to prohibitive levels. Soldering multiple chips on a printed

circuit board (PCB) leads to reduced performance due to

chip-to-chip I/O bottlenecks, and soldering them in a

multichip package also leads to issues of Bknown-good die[
and dramatically lowered yield. Placing together multiple

chips in a reworkable proximity communications grid pro-

vides high performance, high yield, and low system cost

but at the cost of longer latency across the system.

Optical interconnect provides a potential solution. It

enables large aggregations of chips, giving high system

performance. True speed-of-light communication offers
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reduced latency across the multiple-chip system. Using

optical proximity communication [30] to allow chips to

communicate without a soldered connection enables
seamless reworkability for high system yield. With WDM

optics, it offers unmatched bandwidth density. The pur-

pose of this paper is to motivate and introduce microsys-

tem architectures that take advantage of new interconnect

technologies to create a collection of tightly connected

chips that can exhibit large bisection bandwidths, balance

communication and computation, and produce orders of

magnitude improvement in performance per watt metrics
over existing systems (see Fig. 1).

A. The BMacrochip[
The Bmacrochip[ is a logically contiguous piece of pho-

tonically interconnected silicon integrating multicore and

multithreaded processors, a system-wide interconnect, and

dense memories; it offers unprecedented computational

density, energy efficiency, bisection bandwidth, and re-
duced message latencies. Optical proximity communica-

tion connects the processor cores on different sites to the

optical layers that route the optical links; these links enable

low-latency WDM optical links between sites. This

interconnection network uses silicon waveguides and ver-

tical silicon couplers to achieve point-to-point nonblocking

links for every site on the macrochip. This network exploits

the best features of silicon photonic technology (low la-
tency, high density, long reach), while avoiding its weak-

nesses, and allows system designers to mix, match, and

replace processor or memory die in a modular fashion. This

paper will review the physical architecture of the macro-

chip and its routing network and validate the benefits that

derive from the intrachip and interchip optical intercon-

nects. It will also define the energy, density, and perfor-

mance requirements for the macrochip’s silicon photonic
components, along with the issues and challenges faced by

the silicon circuit and photonic device designers to reach

these goals.

Section III will describe the macrochip architecture,
specifying its constituent parts. Section IV will present the

WDM point-to-point optical network and routing frame-

work that provides low power, high bandwidth, and high-

density communication between processor cores. This

section will review how the WDM network provides the

highest bisection bandwidth for a fixed number of trans-

mitters and receivers, yet is transparent to data rate and

communication protocols. Section V will review the phy-
sical structure and packaging of the macrochip and show

how the various chips within the macrochip are connected

and aligned.

Link-level, network-level, and system-level benefits

will be analyzed in Section VI, comparing the macrochip

with electronic implementations and showing up to a 40�
advantage in performance and power efficiency at the

system level. For the comparison, we will assume aggres-
sive electronic implementations using capacitive proximity

communication [31] to achieve a similar bandwidth in a

similar form factor.

Section VII will examine the energy-per-bit of a silicon

photonic link and detail its power budget. It will define an

aggressive power dissipation roadmap for the link over the

next decade and discuss the challenges related to drivers,

receivers, modulators, detectors, WDM components, and
tuning that will be faced by silicon circuit and photonic

component designers. A brief summary will follow in

Section VIII.

III . ARCHITECTURE OF THE SILICON
PHOTONIC MICROSYSTEM

A macrochip enables vast amounts of processing and
system interconnect to be integrated into a single node,

Fig. 1. Bisection BW of representative supercomputing systems versus system power and performance. Deployed bisection bandwidth is

typically under 10 GBps per kilowatt of system power and must be improved by several orders of magnitude to obtain ‘‘balanced’’ systems

with 0(1) bytes of bisection bandwidth per flop. Macrochip-based systems with ultra-low-power interconnects offer the promise of

breakthrough system bandwidth per watt and per flop.
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offering breakthrough performance for a given power and

floor space. The macrochip, as described in the following,

uses lateral (unfolded) packaging (Fig. 2). This lateral

topology exploits the long Breach[ of optics by amortizing

the signaling power over longer distances and allows Bfat[
compute nodes that enable rich, high-degree intercon-
nected topologies (such as all-to-all connections) even

when scaling up to a multinode supercomputer. A non-

blocking, point-to-point WDM routing network used in the

macrochip has superior performance and no setup delays

when compared to an electrically controlled packet

switched network of the same bandwidth. This improve-

ment is particularly evident as the loading of the network

goes up and also as the message size goes down. It further
simplifies the control of the network and eliminates the

resulting power required for network resource arbitration.

Further, the static WDM nonblocking network topology

described in this paper provides efficient transport for

small messages (64 B or less), an important characteristic

for supporting shared memory machines, and also favors

embedded machines where performance-per-watt on

specific high-performance computing (HPC) challenge
metrics must be maximized.

A macrochip-based system, optimized for GUPS/watt

and global FFT/watt, interconnects message-passing multi-

processors and custom high-bandwidth DRAM chips with

optics. It is based on a silicon-on-insulator (SOI) platform

that packages and aggregates CPUs, memory, silicon

photonics, and fiber interfaces. The requirement for an

SOI platform derives from the need for a buried oxide for
light confinement in the silicon optical waveguides,

although photonics-capable bulk silicon processes that

may relieve this requirement are under investigation [32].

A canonical system can be as small as a single macrochip or

combine more than a thousand macrochips tied together

with a dense fully connected fiber network. In this work

we describe a particular configuration of a large-scale

system enabled by advances in silicon photonics and by
optimistic projections of memories and processors. One

can imagine many other possible configurations; we use

this one as an Battention-focuser[ to explore architectural

and system implications of optical and electrical technol-

ogy choices.

A. The Macrochip Architecture
The logical architecture of the macrochip is based on

an 8 � 8 array of sites, where each site has a four-core

processor and 8 GB of DRAM. The ample amount of

DRAM per site leads naturally to a wafer-size macrochip

implemented on an SOI platform that packages CPUs,

memory, silicon photonics, and fiber interfaces (Fig. 3). In

more detail, a macrochip contains 64 sites (or super cores)

in an 8 � 8 matrix, with each site containing a 400 mm2

DRAM chip. A bridge chip is mounted face down over

the DRAM chip. The bridge chip contains a processor and

a system interface and communicates with the DRAM

chip using electrical proximity communication and to

waveguides using optical proximity communication. The

64 sites are interconnected by a static point-to-point

8 � 8 WDM network described below. The estimated

power (assuming a forward-looking implementation on a
22 nm node) is 187 W for processors and DRAM and 26 W

for the optical interconnect. Of the 187 W of electrical

power, 15 W is required for the electronic proximity

interface between the processors and DRAM. This yields a

total of 41 W for all interconnect to memory.

Each site is comprised of four 40 Gflop cores, 8 GB of

DRAM memory, and a system interface. The system

interface connects the four cores to their DRAM slice and
has 64 links, 10 GBps each (in þ out), connected to the

64 sites in the processor. This yields 640 GBps (in þ out)

of aggregate network bandwidth per site, and a bisection

bandwidth of 10 TBps. To match the 640 GBps of network

port bandwidth, each site has 640 GBps of bandwidth

(in þ out) to the system interface. The DRAM has a 2 ns

access time and a 64 B wide interfaceVthis requires

20 banks per slice. External I/O is connected via an addi-
tional pair of optical waveguides, yielding 40 GBps (in þ

Fig. 2. A 3 � 3 macrochip. Each site contains DRAM, processors,

and photonic bridge chips.

Fig. 3. A wafer-sized macrochip contains multiple sites and

fibers attached along the edges for I/O.
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out) of I/O bandwidth. These waveguides are routed from

the system interfaces at each site or supercore-to-fiber

connectors at the edges of the DRAM/processor slices. The

cores are relatively simple four-threaded processors
supporting two double precision multiply add operations

per cycle; they are optimized to run at 10 GHz in 22 nm

technology, with an estimated power of 330 mW. We

assume an aggressive, custom-designed 22 nm DRAM,

optimized for bandwidth and power. An open bitline

DRAM array with 50% logic overhead packs 8 GB of

capacity in a 400 mm2 chip. Heavily banking the memory,

as done in today’s reduced latency DRAM, can potentially
offer a total memory bandwidth of 640 GBps per slice and

a cycle time and latency of 2 ns [compared to 15 ns in

today’s reduced-latency dynamic random-access memory

(RLDRAM)].

This system configuration assumes the existence of

several technologies, including 10 GHz processors and 2 ns

access time DRAMs. Large and complex processors today

run at speeds up to 5 GHz, but this doubling of clock
frequency may not happen as technologies scale, due to

tight power constraints and because native transistor

speeds (for example, measured in constant fanout inverter

delays) are no longer scaling directly with technology.

However, a reduced-complexity core, specially designed

for a specific workload, such as FFT or cross-memory bit

operations (measured in GUPS), might efficiently run at

clock rates much higher than those preferred for complex
processors. Our macrochip concept is designed to not limit

system performance in that case. Similarly, DRAMs with

very low access times generally pay a much higher area and

energy cost to support low-density bitlines and the wide

routing channels required for heavily banked arrays. So,

such a fast DRAM, while technologically feasible, will fall

outside the economics of volume commercial parts and

hence command a higher price.
The system interfaces support both fine grained mes-

sage passing (for messages as small as 16 B) and shared

memory across the entire machine. Message passing sup-

port includes hardware facilities for constructing and

sending messages in user space using only a few instruc-

tions; it also includes efficient polling mechanisms that

can be used in user space with very few instructions.

Shared memory is supported to improve the programma-
bility (and productivity) of the macrochip. Coding studies

by Sun have demonstrated 3� to 10� reductions in code

size when a shared memory coding style is used. Similar

results were obtained for other codes [33]. A variety of

shared memory models are made possible by the stacked
macrochip. In the simplest shared memory paradigm, a

portion of local DRAM is private and cacheable to a single

core, with all other DRAM being noncacheable but directly

accessible via load/store instructions. This avoids complex

cache coherence hardware support while providing strong

support for emerging programming styles [34]. More

complex shared memory implementations are possible that

enforce cache coherence across all 256 cores or support
some form of transactional coherence [35], [36].

Using the technology assumptions discussed above, the

macrochip supports 512 GB of memory, sufficient for large

FFT problem sets. We assume an extra metal layer in the

DRAM for interbank routing and electrical proximity

communication for low-energy and low-latency DRAM

I/O. For estimating power, we take the average power from

industry data sheets, increase it by 40% for maximum
power, scale it to 2015, and add extra routing power to

connect together all of the banks. Table 1 shows a nominal

configuration of the macrochip used for analysis later in

the paper.

Each multithreaded core can execute two fused multi-

ply add double-precision floating-point operations per cy-

cle. This leads to 160 GFlops per processor, or 80 GFlops

for FFT (which does not use a fused multiply-add opera-
tion). The processor supports fine-grained 16 B messages,

useful both for updates and for FFT transpose. It employs a

256 KB L1 data cache to support matrix blocking for FFT

but dispenses with an L2 cache because the DRAM main

memory is very close. We estimate power per core by

scaling the maximum power of today’s UltraSPARC pro-

cessor cores from Sun Microsystems to 2015.

This logical structure could also support a smaller
macrochip with reduced memory capacity and alternative

packaging options. Other processor and memory technol-

ogies may also be considered. Embedded DRAM offers

very low latency (1.5 ns demonstrated in 2007) but at a 5�
density disadvantage relative to DRAMs and with higher

power, for lower overall performance per watt. Other

technologies, such as SOI-based zero capacitor random

access memory (Z-RAM) or thyristor-based random access
memory (T-RAM), are speculative alternatives.

Table 1 Nominal Compute Configuration for One Site in an 8 � 8 Macrochip in a 22 nm 2015 Technology

Krishnamoorthy et al. : Computer Systems Based on Silicon Photonic Interconnects

Vol. 97, No. 7, July 2009 | Proceedings of the IEEE 1341

Authorized licensed use limited to: Sun Microsystems- sunlibrary@sun.com. Downloaded on July 2, 2009 at 21:03 from IEEE Xplore.  Restrictions apply.



B. Optical Proximity Communication
An on-macrochip data network (Fig. 4) connects all of

the CPU/DRAM sites by carrying messages passed between

processors; the processors can pool their local memory

together into a single shared address space and can employ

various coherence schemes to maintain consistency in

their local caches. This network carries 640 GBps (in plus

out) at each processor and is organized as an optical point-

to-point connection from each processor to every other

processor on the macrochip.
Optical proximity communication (OPxC) couples

optical signals between silicon chips placed face-to-face.

This may be accomplished by collecting the light from the

waveguide in the first chip, bending the light out of the

plane of the first chip, coupling across the chip gap, then

guiding the light into the waveguide of the second chip.

The coupling may be accomplished with waveguide gra-

tings or simple mirrored surfaces. Multiple-hop optical
proximity communication between SOI waveguides on

cascaded chips [37] has recently been achieved with pas-

sive alignment using a ball-in-pit alignment method (see

Section V). The chips were passively and remateably

aligned with balls in pits in an experimental package that

achieved a 4 dB loss per hop; this was 1 dB larger than the

optimized efficiency achieved with active alignment using

the identical chips. Bit error rate measurements versus
received power of 10 Gbps optical data transmitted across

the optical proximity hop showed no measurable penalty

and no error floors, confirming that the optical loss asso-

ciated with packaged OPxC appeared as a static attenuator

of the optical signal.

IV. PHOTONIC NETWORK FOR
THE MACROCHIP

The objective of the photonic network is to provide low

power, high bandwidth, and high-density communication

between cores. Although a number of different network

topologies may be possible for core-to-core routing on the

macrochip, the on-macrochip photonics network described
here uses a point-to-point topology with static WDM

routing. The point-to-point network offers the lowest

optical loss between any two points. It also provides the

highest bisection bandwidth for a fixed number of trans-

mitters and receivers. The network is transparent to data

rate and communication protocols and exploits the best

features of optical technology (low latency, high density,

long reach) while avoiding its weaknesses (lack of buffer-
ing). This is more efficient than broadcast, arbitrated mesh,

or carrier-sense multiple-access/collision detect (i.e.,

Ethernet) networks because it minimizes optical power

loss by avoiding splitters and reducing the number of

optical components in a link, and can therefore drastically

reduce the optical power requirements. Point-to-point

topologies are also well suited to a message passing archi-

tecture. They impose serialization delays, but this penalizes
neither the GUPS nor the FFT benchmarks significantly.

A site or supercore in the static WDM point-to-point

optical network (Fig. 5) uses a combination of wavelength-

division multiplexing in a waveguide and space-division

multiplexing across multiple waveguides to establish a

unique link to every other site in the macrochip [38]. These

are shown as 16 waveguides, each carrying one wavelength

and each destined for a different target bridge. We draw all
16 for illustrative reasons only; in a real system, we would

only need 15 optical transmitters to reach all other bridges.

A WDM mux merges groups of four transmit (TX) wave-

guides into a single four-wavelength WDM waveguide. This

runs east–west over to the column containing the desti-

nations of those four TX waveguides. Through an interlayer

coupler, this four-wavelength bundle drops to the second

SOI routing layer and then runs north–south. At each of the
four destination chips, a WDM drop filter pulls off the

appropriate wavelength, routes it back through the first SOI

wafer, and then onto the target bridge chip. The network

has no in-line switching and is nonblocking, yielding lower

latency and higher sustained bandwidth than certain hybrid

optical networks employing dynamic, electronic switch

configuration.

Table 2 shows the nominal configuration of the optical
network for an 8 � 8 macrochip. Signals in this on-

macrochip network travel in low-loss waveguides drawn

directly on the macrochip SOI wafer itself. Using two such

wafer layers with orthogonal routing avoids waveguide

crossings; interlayer couplers are used to connect between

the wafer layers. Fig. 6 outlines the routes on this network

for a sample 4 � 4 macrochip. Each L-shaped chip is a

bridge (or a pair of separate bridges) overlapping a DRAM
chip that contains the multicore processors and the

photonic devices and circuits. The shape and amount of

overlap of the bridge chip will be dictated by alignment and

packaging considerations discussed in the next section. The

optical signals coming out from each bridge couple into the

routing layer 1 and are multiplexed together into row

waveguides that run across different columns. At the

Fig. 4. Each site connects to an on-macrochip data network and

two off-macrochip data networks.
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destination column, the optical signals couple into column

waveguides on the second routing layer via interlayer

coupling and are guided to all the chip sites within that

column. Different wavelength channels drop at different

sites via face-to-face layer coupling. In this way, the

network achieves fully nonblocking, source-based routing,

without relying on slotting or worrying about collisions. As
shown in Figs. 5 and 6, the fully connected point-to-point

network can also be used for broadcast from one site to a

given column by sending the same message on all four

wavelengths on a given waveguide, and similarly to a given

row by sending the same message on the same wavelength on

all four given waveguides. The topology for a 8� 8 macrochip

is a simple extension of this arrangement utilizing

8 waveguides and eight wavelengths per waveguide.

V. PHYSICAL STRUCTURE OF
THE MACROCHIP

This section describes the physical structure of the

hybrid chips comprising the macrochip. These include

processor, memory, and photonic bridge chips arranged

Table 2 Nominal WDM Network for an 8 � 8 Macrochip. Bandwidths Listed are for Payloads, Which do not Include Protocol Overhead.

Fig. 5. Point-to-point networking on an N� N macrochip: N waveguides per site and N wavelengths per waveguide are

used to create a fully connected network. N ¼ 4 in this example.

Krishnamoorthy et al. : Computer Systems Based on Silicon Photonic Interconnects

Vol. 97, No. 7, July 2009 | Proceedings of the IEEE 1343

Authorized licensed use limited to: Sun Microsystems- sunlibrary@sun.com. Downloaded on July 2, 2009 at 21:03 from IEEE Xplore.  Restrictions apply.



in two-dimensional arrays. For discussion purposes, it is

useful to connote the lower chips in Fig. 6 as island chips

and the upper chips as bridge chips. Hence, power and
ground may be externally provided to the island chips,

which may additionally have much greater functionality,

processing power, and consequently power consumption.

The bridge chips will contain the optical transmitter and

receiver circuits and also capacitive proximity communi-

cation circuitry. Bridge chips containing processor cores

may also be bonded to the memory chips. An alternate

arrangement would have both the memory and processor
chips face-up, with the bridge chips facing down. The

bridge chips can be flip-chip bonded to island chips and

derive power from the island. This allows separation of the

cooling and power delivery functions on opposite sides of

the macrochip. The bridge chip can be thinned and can

have an arbitrary shape, defined by both saw-cut edges and

etched and lapped features. Two, three, or four wings can

be provided which allows compliant overlap with neigh-
boring chips along one or two dimensions.

The photonic bridge chips must be flip-chip attached

to the island chips, as shown in Fig. 6. Links are estab-

lished between chips with OPxC or capacitive proximity

communication (PxC). In order to ensure reliable, low

power, low bit error rate off-chip proximity communica-

tion, neighboring chips need to be positioned to a fraction

of the size of the capacitive pad for PxC or a fraction of the
optical mode size for the OPxC. This chip-to-chip sepa-

ration must also be controlled to a few micrometers to

ensure the fidelity of the communication channels. Addi-

tionally, the macrochip components need to be powered

and cooled down while maintaining the chip alignment

intact.

We developed a manufacturable process for putting

alignment features into silicon containing CMOS inte-
grated circuits. The aligning pit fabrication follows a

foundry standard back-end-of-line process and classifies as

a post-CMOS process. For packaging a macrochip, the
alignment pits are based on silicon micromachining of

lithographically defined features in CMOS that are best

described as truncated pyramids [37]. The alignment

mechanism takes advantage of miniaturized versions of

two of nature’s perfect shapes: an inverse pyramidal shape

with atomically smooth surfaces and a sphere. The in-

versed pyramids are defined by a self-terminating

anisotropic wet etch process in silicon while spheres are
a mass-produced commodity made of sapphire or other

materials with attainable smoothness of up to a tenth of an

optical wavelength. This alignment mechanism enables

the two versions of communication between chips in the

form of optical proximity communication as well as

capacitive proximity communication. Both are depicted in

Fig. 7.

A key aspect of the alignment mechanism is the silicon
etch-pit. When silicon is etched through a defined (100)

surface, four (111) facets appear to form an inverse pyra-

midal structure. The angle of the etch-pit sidewall, set by

the (111) planes when etching a (100) silicon surface, is

precisely 54.7�. A set of such etch pits can be fabricated

into the corners of each silicon chip containing the proxi-

mity communication circuits. As shown in Fig. 7, the sili-

con chips are then positioned face to face. Etch pit wells
capture precision spherical balls that are inserted into the

wells before the positioning step. The two chips are then

brought in mechanical alignment. As the joining process

continues, the balls eventually colocate the two chips as

the balls equilibrate into each corner of the chips. Because

of photolithographically defined size and the location of

the etch pits, and the autocentered mating of the ball in the

inverse pyramidal etch pit, the precise relative position
between two chips is established (Fig. 8). In addition, with

uniform size precision balls, the gap between the two chips

can be accurately controlled and maintained in a range less

than 1 �m to over 100 �m. The etch-pits can be created

Fig. 7. One method of aligning chip for capacitive or optical proximity

communication is based on pyramidal etch pits and microspheres.

Fig. 6. Example routing of a WDM broadcast of a message from

the row 1, column 1 chip link on a 4 � 4 macrochip to all rows of

column 4, where different wavelengths are dropped onto the

different rows of column 4.
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with photolithographic precision before, during, or after

circuit fabrication on the silicon chips. This enables the

etch-pits to be precisely defined and positioned in relation-

ship to the circuits. The exact depth of the well is unim-

portant when using the etch chemistry described above.

This is a key component to enable a simple (low-cost)

manufacturing solution since neither a timed etch nor a

special stop-etch layer is necessary.
The ball-in-etch-pit alignment concept was applied to a

demonstration of a silicon macrochip package. The macro-

chip was comprised of silicon bridge and island chips

(without active circuitry) that were fabricated at wafer-

scale. Each bridge chip was specially shaped with wet etch

silicon micromachining and featured with four Bwings.[
Two etch-pits were placed into each Bwing[ which then

housed correspondingly sized sapphire balls (Fig. 9).
The island chips, square in shape, carried two matching

etch pits on each edge allowing for a perfect locking to the

bridge. The 4 � 4 array composed of bridge and island

chips was easily assembled on the copper heat sink as

shown in Fig. 10. The chip-to-chip relative distances were

measured; each chip was found within 3 �m of its ideal

placement.

As mentioned earlier, a critical step for packaging PxC

and OPxC modules is to find the means to deliver power to

the bridge chips which are facing the heat sink in the

example shown in Fig. 10. We have developed a high

density, low resistance electrical interconnect, micro-

solder, which powers the bridge chip when it is flip-chip

bonded to another island chip. This island chip could be of

the same or different functionality from the island chip that
was used earlier for alignment with balls in pits. The

microsolder is a dense array of specially shaped micro-

bumps. They are designed to have small pitch with low

electrical resistance and a high level of compliance after

flip-chip bonding to result in extremely small (1 �m or less)

chip-to-chip separation. Each microbump is a metal alloy

consisting of a square 3 �m tall base and Bcrown[ elevated

over the base edges by 4 �m. This special shape ensures
high conductivity as the crown is embedded into an op-

posing pad during flip-chip bonding. Bumps are e-beam

deposited onto aluminum pads of an island chip. The

bumps could be scaled down to several micrometers in

diameter with a comparable separation. Fig. 11 shows

square-shaped 18 �m bumps on a 45 �m pitch. The

interconnection is completed with flip chip bonding by

the means of thermal compression. After alignment of the
chips, low-viscosity epoxy is introduced on the chip sur-

face; the chips are brought together and compressed under

several pounds of loading pressure at modest temperature.

Fig. 12 shows an individual microbump before the flip chip

bonding and a cross-section of the compressed bump be-

tween the bridge and island chips. The resulting electrical

resistance per microbump is under 100 m�.

The macrochip package includes a liquid cooled cold
plate underneath the multilayer silicon photonic wafer and

a power plate atop it; the power plate is then connected to

an industry standard electrical interface. Power can be

delivered through this plate to the die in the macrochip

wafers. Bolster plates surrounding the entire structure

provide structural rigidity, and harnesses, voltage regula-

tors, and dc converters provide for power delivery. A more

detailed discussion of the packaging of the macrochip is
beyond the scope of this paper and will be the focus of a

future publication.

Fig. 8. (a) Silicon etch along the preferential (111) plane; (b) ball residing on the etched surface; and (c) chip-to-chip alignment with

ball in the pit allowing for simultaneous control in x-, y- and z- relative positioning.

Fig. 9. One wing of a bridge chip. Installed in the etch pits are

sapphire balls ready for macrochip assembly.
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VI. BENEFITS OF THE SILICON
PHOTONIC MICROSYSTEM

A. Link-Level Comparison
The proposed macrochip design (summarized in Tables 1

and 2) requires a DRAM bandwidth of 640 GBps per site, a

system bisection bandwidth of 1 B/flop (or 10 TBps), an

aggregated bandwidth of 20 TBps, I/O of 2.5 TBps (to disks or

users), and additional scalable off-macrochip bandwidth for

node-to-node fiber interconnects. This design uses three

types of interconnects: high bandwidth, low latency memory
access for the processors; massive, high-density message-

passing on the macrochip among processors; and off-

macrochip I/O for node-to-node interconnects. We have

optimized all three interconnection types not only for high

bandwidth and low latency but also for power efficiency.

Fig. 10. Macrochip demonstration in a 4 � 4 array. Schematic assembly is shown in (a) as the array is being populated. (b) Complete array is

mounted on the copper heat sink. The inset above displays an actual sapphire ball placed into an etch-pit. Bridge and island chips are

self aligned and locked within microns of each other with balls in the pits.

Fig. 11. Microsolder SEM micrographs. (a) Top view of the high-density array and (b) a closeup of several microbumps.

Fig. 12. Microbump (a) before and (b) its cross-section after flip-chip bonding of two CMOS chips.
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Capacitive proximity communication provides low-

power short-distance interconnections with very high

bandwidth density. Within the macrochip fabric, we bring

DRAM chips into close face-to-face alignment with

processor chips and use capacitive proximity communica-
tion between them. Last-generation proximity communi-

cation technology in a 180 nm process is capable of a

bandwidth density of 500 Gbps/mm2 at 3.6 pJ/bit [31].

Assuming a 22 nm process in 2015, we project its

capability to be on the order of 1 Tbps/mm2 at under

1 pJ/bit. To achieve 640 GBps bandwidth, approximately

5 mm2 of area will be required with a power consumption

of about 5 W.
For both latency and energy reasons, silicon photonics-

based optical communication appears to be best suited to

implement the on-macrochip network. In Fig. 13, a

comparison of three candidate interconnect technologies

is presented. SerDes links on a conventional PCB [39] are

compared with low-power silicon photonic links and also

with a combination of capacitive proximity communica-

tion and electrical on-chip wires. Fig. 13 shows the latency,

energy, and energy-latency product expected of the various

technologies. For distances shorter than the size of a single

chip in the macrochip, on-chip wires, as expected, have

lower latency and use less power than optical links or

SerDes links. However, when paired with capacitive proxi-
mity communication to hop between chips, their cost

grows rapidly with the number of chip hops, while the

optical and SerDes links have a lower latency and a

constant energy (dominated by the latency and power dis-

sipation of the transmitter and receiver circuits) up to a

certain distance beyond which the channel or link loss

becomes dominant. Beyond the distance of a few chips,

aggressively scaled silicon photonic links become the
efficient choice.

Fig. 14 shows histograms of the latency, the energy, and

the energy–latency product of the photonic network on a

macrochip versus a comparable electronic implementation

of macrochip wires based on electrical on-chip routing and

capacitive proximity communication. In these histogram

plots, messages are assumed to be randomly distributed

across the macrochip. Compared to a mixture of on-chip

Fig. 13. Comparison of silicon photonic interconnect signaling across an 8� 8 macrochip with optical proximity communication versus electrical

macrochip wires with capacitive proximity communication and SerDes on a printed circuit board. (a) Latency versus reach; (b) energy versus

reach; (c) energy–latency product versus reach. The macrochip wire combination of electrical on-chip wires and capacitive proximity

communication shows a staircase-like growth due to the off-chip hops at the edge of each chip in the macrochip.

Fig. 14. Histogram of latencies of electrical and silicon photonic links for a macrochip passing randomly distributed messages using aggressive

on-chip wires and capacitive proximity links. (a) Histogram of latency of macrochip links comparing macrochip wires versus silicon photonic

interconnects. (b) Histogram of energy of macrochip links. (c) Histogram of energy latency product of macrochip links with inset showing

distribution of silicon photonic interconnects.
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wires and capacitive proximity hops, silicon photonic
interconnects clearly provide a lower average latency (a

5�–6� improvement) and also a narrower distribution of

latencies across the different links in the macrochip. Both

of these advantages may be exploited to provide a flatter

memory hierarchy across the macrochip [40]. The photo-

nic network can also be 6�–300� more power efficient,

assuming that the silicon photonic interconnect roadmap

described in Section VII is realized. The results for a com-
parable electronic implementation assume the use of

electronic proximity interconnect to achieve the density

required for the same bandwidth as the photonic

implementation in a similar form factor; we estimated

wiring parameters for both traditional and aggressive

electronic interconnect. These include wire delays of

either 75 or 55 ps/mm of wire and energy costs of either 1

or 0.1 pJ/bit/mm. Proximity links cost slightly over 200 ps
and 0.15 pJ/bit per hop.

B. Macrochip Network-Level Comparison
In order to assess the impact of the silicon photonic

interconnect, we compared the performance of the

nonblocking point-to-point network with that of a

canonical hybrid optical mesh network. The hybrid

network is a nonblocking intrachip processor-to-processor
mesh network that contains optical switches along the path

from source to destination port. The optical switches are

controlled via a separate electronic network that has a

topology identical to that of the optical network. In order

to transmit data optically, an optical path needs to be set

up through the optical switches from the source to

destination. This is done by explicit path-setup messages

forwarded through the electronic network that consists of
electronic routers at each mesh intersection. Data can be

transmitted optically upon receiving a path-setup acknowl-

edgement from the destination port. Similarly, at the end

of data transmission, optical paths are torn down using

explicit path-breakdown messages.

We performed a performance comparison using event

driven simulation models of both networks for an 8 �
8 macrochip configuration. Each network port in both of
the models is assumed to have a peak communication

bandwidth of approximately 320 GBps. We assumed an

optical latency of 0.1 ns/cm for the point-to-point network;

for the hybrid network, we assumed an electronic latency

of 0.44 ns for a router hop and a router processing delay of

0.6 ns. We performed simulations for three different

packet sizes of 128 Bytes, 1 KB, and 16 KB.

Fig. 15 shows the sustained bandwidth of the two
networks as a function of load in the simulation models.

Because the electronic paths are slower than the parallel

optical paths, there is considerable time required to set up

(and tear down) a circuit. This setup time is incorporated

into the analysis of the hybrid network: the hybrid network

can require several tens of nanoseconds to set up a con-

nection, while the point-to-point WDM network has no

setup time. This means that the effective bandwidth of the

hybrid network can be significantly lower than its peak.
For even moderately sized data transfers (e.g., 1–2 KB),

only a fraction of peak bandwidth would be usable; the

network is more efficient when transferring larger data

blocks. In the fully connected point-to-point network,

there is no bandwidth loss due to path setup and the

sole penalty is for an output port at a site, so almost all of

the peak bandwidth is usable. As a result, the WDM

point-to-point macrochip network has much better latency
and bandwidth characteristics than the corresponding

hybrid network. Depending upon the communication re-

quirements of the application or benchmark, these charac-

teristics can reduce the energy consumed per useful bit of

delivered information.

C. Macrochip System-Level Comparison
We performed an analytical bounds analysis to quantify

the performance benefits of a single photonically inter-

conected macrochip to an all-electronic macrochip sup-

porting the same peak bandwidth. Fig. 16 shows the results

of this analysis in terms of system performance per watt for

four benchmarks: GUPS, FFT, LINPACK (linear algebra

package), and STREAM (a test of sustainable memory

bandwidth) from the HPC challenge benchmark suite.

Results are shown for both the Baggressive[ and the
Bbasic[ electrical interconnect technology described

above.

The system-level power efficiency of photonic inter-

connects significantly exceeds that of electronic inter-

connects provisioned for the same bandwidth: for the

macrochip, it is 6–40� better. Improved power efficiency

returns a greater Bwin[ because it also reduces chip

thermal density. The analysis shows that the thermal
density of the 2015 macrochip is 2–5� lower than that of

recent �64 processors.

In these optical-to-electrical comparisons we have

provisioned equal system bandwidth. However, the

latencies of the two systems are dramatically different,

by a factor of 5–6�. Architecturally, this is a significant

difference that many applications cannot hide. Methods to

Fig. 15. Achieved bandwidth as a function of offered load for the

point-to-point network versus a hybrid macrochip network with

short, medium, and long message sizes.
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equalize the latency between electronic and optical

interconnect are very costly. Making up the entire 5�
difference would require impractically expensive on-chip

transmission lines, each consuming as much as 40 �m of

pitch for differential coplanar microstrips and using

several picojoules/bit of energy.
Alternately, we could improve the speed of the

traditional repeated on-chip wires. An improvement of

2X in the wires is possible but will consume at least 2X the

wire energy (further latency improvements with on-chip

wires are far beyond the point of diminishing returns).

Thus, closing the latency gap to 2.5X will roughly double

the energy difference between optics and electronics.

This tradeoff clearly shows and magnifies the benefits of
the photonic interconnection network proposed in this

paper.

We note that the fully connected point-to-point

photonic network allows an extremely high input

bandwidth at each network port, so it is important that

the processors and memory be able to handle this

bandwidth. The macrochip configuration is designed so

that the processor and DRAM input bandwidths are
matched to the network input bandwidth. Furthermore,

the processors are multithreaded with efficient message

handling hardware. As mentioned earlier, support of

shared memory can yield integer factor reductions in code

size and corresponding improvements in productivity.

Efficient support of shared memory requires a network

that can sustain a high fraction of peak bandwidth at small

message sizes.
So far we have discussed the connectivity on a

macrochip. A key advantage of the silicon photonic links

on the macrochip is that they may be used with single-

mode fiber to provide connectivity across a larger system.

To facilitate scaling to petascale systems and beyond,

additional waveguides in the macrochip wafer lead to two

off-macrochip fiber networks: an I/O fiber network uses

128 fibers per macrochip to attach to disk and users, and a
node-to-node fiber network can fully connect each of up to

1200 macrochips to every other macrochip, using up to

2400 fibers per macrochip (fewer fibers if wavelength

multiplexing and routing is employed). This last network

is omitted for single macrochip embedded systems.

Together, the two off-macrochip networks combine to

maintain 1 Byte/flop of bandwidth across the multinode

system, resulting in a fully connected 10 Pflop system with

breakthrough bisection bandwidth and bandwidth per

watt, as depicted in Fig. 1.

VII. ENERGY-PER-BIT CONSIDERATIONS
FOR SILICON PHOTONIC
INTERCONNECTS

As discussed earlier, the power consumption of optical

communication must be dramatically reduced from the

10–50 pJ/bit levels typical in present-day systems. Optical

links will not replace short electrical links in computing

systems unless their per-bit energy costs are much lower;

at a system level, the benefits of the fully connected net-
work on a macrochip are not appealing if the interconnects

consume too much power. Indeed, the simple all-to-all

optical network, which provides an overprovisioned total

network bandwidth in order to eliminate network switch-

ing, is largely predicated on a very low per-link power,

which we discuss next.

With the macrochip-on-routing-wafer physical packag-

ing structure, the following components comprise each
optical link (Fig. 17): laser source, bridge-to-wafer coupler,

modulator, waveguide on bridge, bridge-to-wafer coupler,

WDM mux, waveguide on wafer, interlayer coupler, wave-

length dropper, interlayer coupler, bridge-to-wafer cou-

pler, and receiver. For a 2015 macrochip, we expect

photonics links with a 20 Gbps channel data rate (or a

pulse width of 50 ps) and a power efficiency of 160 fJ/bit.

We also expect the worst case (or longest) link loss of an
8 � 8 macro chip to be about 17 dB. No optical amplifier is

Fig. 17. A canonical representation of a photonic link. The shaded area

represents the on-chip component of the link. Limiting amplifier stages

in the receiver often follow the transimpedance amplifier. Not shown

are clock and data recovery circuits that may follow the receiver.

Fig. 16. Single macrochip node performance per watt on HPC challenge benchmarks. These compare a macrochip implementation with

optical links to implementations with basic and aggressive wires using capacitive proximity communication.
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needed (or can be afforded given current amplifier power
efficiencies) for a 0 dBm laser source and an optical re-

ceiver with �21 dBm sensitivity. A minimum of eight-

channel WDM components are assumed at a 200 GHz

channel spacing and a 0.2 nm spectral bandwidth to create

a 16 nm spectral range.

A. Power Costs and Circuit Topologies
In this section, we discuss the energy of optical links,

which is closely related to the electrical circuits that drive

them, and how these energy costs can be reduced in a

macrochip. We start by enumerating the dissipated power

of an on-chip optical link for a given link bit rate

Poweron�chip ¼ PRX þ PTX þ PWDM þ PoptLoss: (1)

Here, the total power represents the effects of the re-

ceiver, transmitter, WDM mux/demux, and optical (pho-

ton) loss on the macrochip. The WDM component can be

broken into a mux and a demux portion and primarily

accounts for static and dynamic tuning power in the mux

and demux. Tuning may also be required for resonant sili-
con modulator structures, and is discussed later. Tuning

power includes not only the actual bias energy used for

tuning but also the energy required to control the bias.

This has traditionally required a sensor, a feedback loop,

and control hardware, all of which cost area and power.

However, as demonstrated in clock phase adjusters in

electronic chip-to-chip I/O, tuning can be done digitally

and with software control in a side or service processor or
thread [39]. If dynamic tuning is intended to compensate

for relatively slow effects, such as thermal drift, then this

control can be made sufficiently fast yet not consume

significant on-chip energy

PRX ¼ Pckt
static þ Pckt

dynamic þ Pdetector
bias þ Pdetector

tuning : (2)

Receiver power is composed of the receiver circuit bias

power plus leakage power, the dynamic switching power of

the receiver circuit, the detector bias power (representing

the sum of the dark current and the signal current), and

any tuning that may be required for the detector, such as if
the detector is placed in a resonator. The macrochip

architecture is based on optical links running at 20 Gbps

and optical-electrical receivers consuming 30 fJ/bit.

In some sense, the ideal receiver is one that simply

integrates photodiode current onto a plain capacitor

(which could be the receiver capacitance itself), perhaps

dumping the integrated charge each cycle to avoid running

out of voltage headroom. This idea is only feasible with
extremely low detector and parasitic capacitance (under

5 fF); this is set by the relationship of V ¼ current=
ðcapacitance � bit rate=2Þ. Clearly, the additional capaci-

tance of hybrid bonding between VLSI circuits and the
photodetectors may exceed this valueVeven for small flip-

chip pads; also, any wiring on a chip may disqualify such

Breceiver-less[ links, as wire imposes a load of a few fem-

tofarads for every 10 �m of length routed. In the remainder

of this paper, we will take the view that for these detectors

with nontrivial device and parasitic capacitance, some

measure of electronic amplification in the receiver will be

necessary.
The receiver must translate an input current into an

output voltage, i.e., achieve transimpedance. At an input

sensitivity of �20 dBm, a contrast ratio of 5�, and a

responsivity of 0.75 A/W, the input current has a signal

swing of 2.5 to 12.5 �A of input current, overlaid on top of

the photodetector’s dark current. This input signal swing

of 10 �A must be turned into a moderate voltage swing

output by the receiver, on the order of 200 mV; a simple
and power-efficient clocked sense amplifier can do a sub-

sequent amplification from 200 mV to a full-swing CMOS

signal. The first-stage conversion from 10 �A to 200 mV

leads to a required transimpedance gain of 20 K. The

challenge of the receiver circuit is to provide this trans-

impedance at a high bit rate, with low power, and with

low noise.

One may debate the choice of a 200 mV input voltage
to the clocked sense amplifier. This 200 mV swing is in-

tended to overcome six-sigma offsets in the sense amplifier

and support circuitry, the residual thermal noise in the

sense amplifier, and still provide sufficient signal to main-

tain fast amplification. This required swing may be re-

duced somewhat by implementing offset compensation in

the sense amplifier; this will, in turn, reduce the required

transimpedance and receiver energy costs. However, be-
cause clocked sense amplifiers spend half their time pre-

charging, two are required for full data-rate operation,

with the data ping-ponging between the two. Offset com-

pensation with two alternating sense amplifiers is moder-

ately complex and involves energy costs that reduce the

gains achieved by lowering the required input signal.

Receivers can be as simple as a resistor feeding the

photodetector and sense-amp capacitances. Getting a high
transimpedance gain simply means using a large resistor.

However, the resulting resistor–capacitor time constant is

too high for any but the slowest of data rate channels.

Classical transimpedance amplifiers (TIAs) with feedback

can improve on this situation by providing a low impe-

dance input but a large current-to-voltage gain. However,

transistor and voltage scaling reduces device transconduc-

tance, reducing the available gain and making traditional
shunt–shunt TIA designs increasingly complicated and

almost certainly requiring several stages of amplification.

From a noise perspective, the feedback TIA closely resem-

bles the plain resistor, as amplifier gain attenuates most of

the noise added by transistors. Other common TIA topo-

logies, such as isolation drivers using a regulated cascode,

perform slightly more efficiently than the feedback TIA
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but at the cost of higher noise, mostly due to the current
bias of the regulated cascode.

Two important questions must be addressed by any

macrochip optical receiver design. First, how do the

receivers know when to clock their data? Full clock-and-

data-recovery is typically power-hungry. However, because

a macrochip is small, and because every chip in the

macrochip shares the same global clock source, clock

phase differences between any two chips in the system are
bounded; this is known as a Bmesochronous[ system. In

fact, clock phase differences between different chips

should change only slowly. Moreover, because optical

links are intended to be inexpensive in area and power, the

macrochip is expected to run many optical links at double

the clock rate instead of a few links at a much higher

overclock ratio. This means that data clocking can be based

on an already-distributed global digital clock, suitably
delayed, for very low incremental cost. Updating this delay

can be done slowly and in software running on a service

processor or thread.

Secondly, a receiver must compare an input signal

(whether current or voltage) to a reference, to determine

whether the value was a B0[ or a B1.[ How does it define

this reference appropriately? In modern optical links, this

is done by comparing a TIA’s instantaneous output voltage
with a long-running average of the TIA’s output, the idea

being that the long running average will center halfway

between the values corresponding to a digital B0[ and B1.[
This of course requires data that are dc-balanced, or data

that has an equal number of B0[s and B1[s. As a result, most

modern optical links enforce dc balance through schemes

such as 8B10B encoding [41], which maps every byte into a

10-bit space. Because there are only 10-choose-5, or 252,
10-bit words with an even number of 1s and 0s, this

mapping is imperfect, and 8B10B may have a Brunning

disparity[ of þ1 or �1 at any given moment. Thus the

average is not always a perfect halfway value, but close

enough for low bit error rates.

However, such codes impose a cost, such as a 25%

overhead for 8B10B. In the macrochip, we can leverage

another characteristic, which is that the system is small
enough that global events can be reasonably synchronized

between any and all of the chips in the system. For

instance, a global training session can be established, in

which all links are preprogrammed to send a 010101. . .
data pattern, and all receivers take an average of the input

data. After sufficient training, the entire macrochip can be

synchronously triggered to begin actual operation. In

addition, this can be redone periodically, again using a
global Brefresh[ command that reaches all chips in the

macrochip at essentially the same time. This shared global

sense of time makes such training feasible and inexpen-

sive: a training of 100 cycles done every 100 000 cycles is a

much lower overhead than 8B10B-like systems.

For both of these questions, then, we are able to

leverage the small physical size of the macrochip to enable

energy optimizations that make truly low-power transcei-
vers possible. Traditional long-haul or data-center optical

interconnects cannot employ such techniques, and hence

pay a higher communication cost. But here, the high

density of the macrochip not only improves the commu-

nication latency but also provides a framework for power-

optimized links

PTX¼ Pckt
static þ Pckt

dynamic þ Pmod
bias þ Pmod

dynamic þ Pmod
tuning: (3)

For transmitters, the power includes leakage from a
reverse-biased modulator and leakage from the circuits,

but, depending on the design and implementation of the

modulator, power can be dominated by the dynamic

switching power of the modulator (in case of larger Mach–

Zehnder modulators) or by the tuning power (for highly

resonant devices), or even by the absorbed photocurrent

(in case of absorption modulators) when the link loss is

high. This last term represents photons absorbed in the
modulator that convert to electrons and then sunk by the

driver circuits

Pmod
bias ¼ Vmod

bias Ileakage
bias þ Iphotocurrent

bias

� �
: (4)

The challenge for transmitter circuits is that modula-
tors often require a modulation voltage of 2 V or higher

from technology processes that support 1 V transistors.

While most advanced (90, 65, and 45 nm) processes still

support 1.8 V and sometimes 2.5 V voltages for legacy bus

standards, these signal swings are propagated using thick-

oxide and slow devices, unsuitable for high-speed modu-

lation. Swinging high-voltage signals using a lower-voltage

technology requires stacking transistors along the signal
path, so that a 2 V swing spreads that voltage across two

devices, not just one; this minimizes the overstress damage

imposed on the transistors. Controlling these transistors

properly, under process and environmental variations,

requires careful design and margining. Finally, this

requirement for high-voltage operation complicates the

design of low-energy driver circuits, since a 2� voltage

increase represents a 4� energy and power cost.
Finally, we must take into account the modulation and

other optical losses on the macrochip with the following

terms:

PoptLoss ¼ Pmod
phLoss þ Pdetector

phLoss þ Pwaveguide
phLoss þ PWDM

phLoss: (5)

Here, terms like Pmod
phLoss represent the photon loss in

the modulator. Note that the only term we omit is the

inefficiency of generating and delivering optical power to
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the macrochip; by analogy, the inefficiency of generating
and delivering electrical power to a SerDes is similarly

usually omitted. A photon loss of 17 dB can be calculated

from a detector with a sensitivity of �21 dBm, a launched

optical power of 0 dBm (1 mW), and a margin of 4 dB. At

20 Gbps, this corresponds to 50 fJ/bit (of optical energy)

dissipated on the macrochip.

B. Optical Link Power Budget
Every site in a macrochip is interconnected to every

other site via static WDM links. The optical signals from

(and to) the sites are coupled into (and out of) the

photonic routing layer through the face-to-face reflecting

pit couplers. The routing layer consists of two layers of

wafers with orthogonal waveguides to avoid waveguide

crossings. The two wafer layers are interconnected via

interlayer couplers.
The expected losses of each component of the optical

link are listed in Table 3. The longest optical link in a

macrochip needs up to a 40 cm long waveguide on the

photonic routing layer. With an expected waveguide loss of

0.05 dB/cm, the total loss of the link is about 17 dB.

Assuming 0 dBm optical power launched into the modu-

lator, the optical receiver would receive an optical power of

�17 dBm in the worst case. The optical receiver is expected
to have a sensitivity of approximately �21 dBm for a bit

error rate of 10�12 at a data rate of 20 Gbps. This allows

sufficient power margin to tolerate link impairments that

may include finite modulator extinction ratio, modulation

nonlinearity, crosstalk, and so on. Note that in the worst

case, an optical route travels through two of each coupler

type (bridge-to-wafer, and wafer-to-wafer) and seven

through filters before being dropped to its destination site.
Notice that there are potentially significant tuning costs

associated with the WDM link when using high-index

contrast waveguides with tightly confined optical modes.

While the tables show the actual bias energy required for

tuning, there is also energy required to control the bias. If

relatively slow tuning is sufficient (e.g., to compensate for

slow thermal drifts), this control can easily be made

sufficiently fast yet not consume significant on-chip energy.

C. Tuning Requirements for Silicon
Micro-Resonators

Due to the aggressive energy-per-bit and density specs

demanded of the silicon photonic interconnect compo-

nents, optical microresonator devices appear an attractive

choice. These primarily include modulators and mux/

demux devices made in microring or microdisk geometries.

Among these devices, microring modulators have been

investigated by a number of researchers; these efforts are
reviewed elsewhere [15]. Fig. 18 shows a schematic top

view of a canonical ring modulator, along with a cross-

section view of its optical waveguide in the phase modu-

lation section. Here we assume that a reverse-biased PN

junction is used for high-speed modulation, and the junc-

tion is located at the center of the waveguide, with the same

doping density in the P and N regions. This ring modulator

structure is fully compatible with standard CMOS fabrica-
tion processes. Its modulation bandwidth is determined by

its RC limit and its photon lifetime. Assuming a linear-

graded doping profile near the junction, we can solve the

Poisson equation for the junction and calculate the modula-

tor bandwidth and modulation depth versus voltage swing.

Fig. 19 shows a contour plot of the overall bandwidth

(at 0 V) versus the ring radius and doping density for the

above ring modulator structure. In the calculation, we
assumed a 200 � driver impedance and included reason-

able parasitic effects. To make the modulator operate at a

data rate in excess of 15 Gbps, we require a bandwidth

larger than 11 GHz. A ring with a radius of approximately

5 �m and a doping density greater than 1018 cm�3 can

satisfy this requirement, achieving low capacitance

(�15 fF) in a compact footprint ð�100 �m2Þ. As shown

in Fig. 19, the optical loss (2.9 dB) and extinction ratio
(7.2 dB) for this design also appear promising.

However, a significant issue for the ring modulator is

that it requires accurate tuning to align its resonant spec-

trum with a fixed laser wavelength. To bias the modulator,

a tuning precision within a few tens of picometers may be

required, as can be seen in Fig. 19. The problem is exa-

cerbated when the required tuning range increases due to

manufacturing imperfections as discussed next. The large

Fig. 18. (a) Top view of a ring modulator. (b) Cross-section view of the optical waveguide in the phase modulation section, with a two-dimensional

color map of the carrier concentrations at 0 V overlapping with a two-dimensional contour plot of the optical mode.
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range of tuning may consume a significant amount of
power, and the high tuning accuracy may require sophis-

ticated control circuitry. Unless mitigated, these require-

ments may together annul the benefits of the small

capacitance and the low switching energy of the device.

Ring mux/demux devices may also require similar tuning,

depending on their design.

This component of power consumption is governed by

the tuning range for the given resonator design, which is
closely related to how much its resonant peak wavelength

can vary. Due to the lack of complete published statistical

data, the tuning range requirement for silicon photonic

microresonator devices has not been conclusively estab-

lished. In this section, we discuss this question using

theoretical analysis and available experimental data.

The mth resonant wavelength � of a resonator is de-

termined by the following equation:

neff � L ¼ m � � (6)

where neff is the effective index of the optical mode and L
is the resonator perimeter length. A simple derivative of

the above equation can lead to

��

�
¼ �L

L
þ �neff

neff
: (7)

The above equation indicates that the resonant wave-

length variation �� can arise from the optical mode effec-

tive index variation �neff and the resonator perimeter

length variation �L. Here we focus primarily on �neff ,

which can be caused by various manufacturing variations
including waveguide width variation, etch depth variation,

silicon layer thickness variation, material stress, and in-
terface roughness. The �� caused by these manufacturing

variations may be relatively large (up to �10 nm, as

discussed below), and requires static tuning. In addition,

temperature variation can also change neff and cause

wavelength drift, although this effect is relatively small

(under �1 nm with �10 �C temperature variation). This

temperature effect, as well as the laser wavelength drift

(typically less than 0.1 nm), may necessitate dynamic
tuning of resonant wavelength.

Silicon photonic devices are usually fabricated on SOI

wafers, having a typical silicon layer thickness of 200–

300 nm with a variation on the order of�10 nm. Etch depth

variation can also be up to �10 nm for an etch depth of

�200 nm. The variation of waveguide width is controlled

by multiple manufacturing steps (lithography, etching and

oxidation, etc). It may again be on the order of �10 nm
when using a 193 nm lithography tool. As shown in Fig. 20,

etch depth (in rib waveguides) and waveguide width va-

riations can cause resonant wavelength shifts up to �5 nm

whereas silicon thickness variations can result in shifts up

to�14 nm. While we expect that all these variations can be

improved with process technology advancement, some may

be difficult to improve with acceptable yield and cost. After

statistical summation, the overall resonant wavelength
variation �� might easily approach �10 nm.

The above estimated �� is for wafer-to-wafer and lot-to-

lot variations for resonators using rib waveguides after

undergoing a full CMOS process flow. The use of an ab-

breviated CMOS process flow (without the backend metal

process) or with a non-CMOS process (such as a research

facility process or an e-beam process) can reduce ��. Em-

ploying channel waveguides can eliminate etch-depth vari-
ations. Restricting fabrication to a smaller area of one

wafer, although detrimental to yield and cost, can further

improve the wavelength shift. For instance, researchers

Fig. 19. (a) Simulated bandwidth versus ring radius and doping density for depletion-mode ring modulators, including representative parasitic

effects and a 200 � driver impedance. (b) Transmission spectrum (normalized with respect to input power in linear scale) of a 15 Gbps ring

modulator at 0 V (blue curve) and at 2 V (reverse bias, red curve). 60% of the ring perimeter is assumed to constitute the high-speed phase

modulation section, and the laser wavelength is fixed at 1550 nm. OMA denotes the normalized optical modulation amplitude. ER is the extinction

ratio between 0V and 2V. BW_t represents the photon-lifetime limited bandwidth of the ring. An ON-state loss of 2.9dB and a power coupling loss

of 2.6% is assumed for the ring modulator.
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have built an optical delay line made of 56 closely located

identical rings (with a 5 �m radius) fabricated in a research

facility [42]. The authors used data fitting to indicate that

the resonant wavelengths of the 56 rings could be repre-
sented by a Gaussian distribution with � ¼ 0:4 nm. Other

research results for an array of four closely located ring

modulators fabricated with e-beam lithography showed a

distribution of channel spacing from 1.3 to 4.0 nm [43].

The test data in both of the above examples indicated that

the resonant wavelength can vary more than 1 nm, even

though the tested devices were within a small area of one

wafer fabricated without the full complexity of a CMOS
process. More recent work using a 193 nm lithography tool

achieved 7.5 nm of 3� variation in waveguide width for

175 samples across one wafer (measured after etching,

without a full CMOS process) [44]. It also showed that

resonant wavelength variation could be improved with

finer CMOS fabrication tools, which is encouraging.

The next question is: how much do we need to tune

given a specific ��? Because we may align the laser wave-
length to one of many degenerate resonant peaks, we need

not tune across the entire �� range when the resonant

wavelength variation �� exceeds the free spectral range

(FSR) of the resonator. The worst case tuning range is

one FSR (i.e., 2� phase) for unidirectional tuning, or half

the FSR (i.e., � phase) for bidirectional tuning. The FSR is

inversely proportional to ring radius, and for a small ring

with 5 �m radius is �19 nm. Therefore, based upon the
above �� estimate and FSR value, we may need to tune as

much as � phase (statistical mean value for unidirectional

tuning) for many resonator devices. An interesting conse-

quence is that when the wavelength shift cannot be accu-

rately controlled, it may be prudent to use as large a ring

diameter as possible and hence reduce the worst case tuning

range, trading off against a smaller ring size to improve the

switching energy and speed of the ring (19) while acco-
mmodating the required number of wavelength channels.

It is clear from this discussion that manufacturing va-
riations must be controlled in order to achieve uniformity

in the resonant wavelength of small microresonator

devices, and thus simultaneously achieve low tuning and

low switching energies. On the positive side, it is quite

likely that these manufacturing variations will continue to

reduce as lithography improves and CMOS feature sizes

shrink. In spite of a number of interesting early experi-

ments, the availability and understanding of resonant
wavelength variation data is limited, from which it is hard

to derive meaningful information about the wafer-to-wafer

and lot-to-lot variations. In addition, these data cannot

represent the true variation that one might expect when

integrating the microring or microdisc devices into a full

CMOS fabrication process and the increased resonant

wavelength variation resulting from the wafer-to-wafer

and lot-to-lot variations. Ideally, one would be able to
measure the resonant spectrum of a large number of small

rings (e.g., with 5 �m radius to ensure a large FSR) across

each wafer and on multiple wafer lots.

Given the large tuning requirement (potentially up to

� phase), a challenge is to implement low power tuning

without significantly degrading the resonator perfor-

mance. One tuning method is to use a forward-biased

diode to do carrier injection tuning. It can tune � phase
with only �1 mA injection current and consumes only

�1 mW power. However, a fatal problem with this tuning

method is that optical loss also increases with carrier

injection. In fact, the changes in optical refractive index

and optical absorption coefficient are both roughly

proportional to the carrier density change [8]. From these

relationships, one can easily calculate the relationship

between the phase tuning and the optical loss in the
resonator, as shown in Fig. 21. In order to tune � phase, an

extra optical loss of �2 dB will be introduced. Because the

total loss is only 0.05 dB for a 5 �m ring with Q ¼ 20 000,

this large excess loss will destroy the resonator

performance.

Fig. 21. Optical loss versus phase shift with carrier injection tuning

using forward-biased PIN diodes with different diode length L.

Fig. 20. Simulated resonant wavelength shift due to variations of

waveguide width, silicon thickness, and etch depth for a ring resonator

using the waveguide geometry of Fig. 18. The rib waveguide is

sandwiched by SiO2 above and below.
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Another popular method is thermal tuning. One ap-

proach is to put a metal heater on top of the optical wave-

guide [45]. With this method, an SiO2 layer is needed

between the metal heater and the waveguide for optical

isolation, which makes the heat transfer inefficient since
SiO2 is a poor heat conductor. This results in a relatively

large dissipation (a power of over 100 mW reported to shift

the resonant wavelength by 6.4 nm or 2/3� phase for a ring

with an FSR of �19 nm). A more efficient thermal tuning

method might be to directly heat up the Si waveguide by

doping the waveguide as a resistor, as illustrated in Fig. 22.

By applying voltage across the resistor, this structure could

generate heat directly in the optical waveguide. Its effi-
ciency depends directly on the thermal resistance. A sim-

ple thermal analysis for such a silicon resistor structure

indicates that the thermal resistance would be on the order

of 100 �C/mW for a 1 �m long waveguide; it would take

�50 mW to tune � phase, regardless of waveguide length.

This power consumption is still unacceptably high. A large

improvement (100�) is needed in order to make it useful

for the silicon photonic interconnects considered here.
The above discussion shows that tuning can be a

challenging problem for photonic microresonator devices.

Several solutions are possible. One approach might be to

reduce manufacturing variations and tuning range require-

ments using more advanced fabrication tools; a second

could be to use photonic device and network designs with

flexible wavelength registration. A third solution would be

to develop novel tuning structures with significantly lower
power consumption and low optical loss. This might be

done either with dramatic improvements over existing

structures or by employing novel tuning mechanisms.

Another approach, discussed next, could be to develop

broadband optical devices that may not need tuning.

D. Group IV Electroabsorption Devices
Another class of optoelectronic devices is based on the

electroabsorption effects in group IV materials. In this sec-

tion, we consider their performance as detectors and

modulators for the macrochip. The primary device geome-

try chosen for analysis is waveguide-based although other

geometries may prove feasible, such as surface normal

device operation combined with OPxC. To gauge the over-

all strength of the electro-optic coefficient for group IV

materials, one can examine the absorption coefficient of
various materials. Most notable is the strong direct band

edge of germanium that lies at 1530 nm with a strength of
6000 cm�1. This strength is comparable to III–V materials.

Further, it has more than three orders of magnitude stronger

absorption than the plasma dispersion effect used in Mach–

Zehnder or microring modulators. This suggests that

group IV materials, when used in electroabsorption geom-

etries, can have significantly large electro-optic coefficients

that can enable compact low-voltage devices. We note that

silicon has its corresponding direct edge well into the deep
ultraviolet and hence silicon-compatible electroabsorption

devices will most likely require significant germanium con-

tent to make C-band wavelength operation feasible.

A number of efforts have led to successful germanium

waveguide detectors [47]–[50], and even to compact Ge

detectors fully integrated into a CMOS process flow [51].

Many of these were integrated into waveguides on SOI

enabling compact footprints and low capacitance, with
responsivities that ranged 0.5 to 1.0 A/W and speeds up to

40 Gbps. One issue is the considerable variance in the

observed dark currents ranging from 100 nA to 10 �A. This

appears to be related to the quality of the germanium

epitaxy on SOI. In macrochip applications, the germanium

detector quality must insure a sufficiently low dark current

detector under bias to enable the CMOS receiver to reach

sensitivities as low as �21 dBm. A second issue is that the
variation in the responsivity appears to be associated with

insertion loss related to the integration into waveguides.

This can likely be solved by appropriate design of the op-

tical mode coupling into the detector taking into account

the mode profile and the refractive index mismatch.

A concern for germanium-based modulators arises

from the indirect absorption tail of the material that causes

unwanted insertion loss and complicates the design of
waveguide-based modulator geometries. Nevertheless,

these devices have the potential for broadband operation

and several noteworthy device concepts should be recog-

nized. One particularly interesting device is based on the

Franz–Keldysh (FK) effect [52]. These devices have been

studied as modulators in bulk germanium and early results

on integrated devices on SOI as thin layers in a waveguide

geometry have been recently reported [53]. An optimized
FK device could use an electric field of approximately

5 V=�m to achieve an on–off absorption difference �� on

the order of 400 cm�1 over a 20 nm or greater wavelength

range. A 40 �m long, 0.5 �m wide modulator could then

achieve an extinction ratio of about 7 dB and an insertion

loss of 3.5 dB not including coupling-related penalties.

Based on these characteristics, the capacitance of the

device could be 30 fF and its resistance 200 �, giving it
ample bandwidth and a switching energy on the order of

50 fJ/bit. In this case, another factor in the transmitter

power arises from the absorbed photocurrent in the biased

modulator off-state [the last term in (4)]. Such a device

might consume an additional 45 fJ/bit due to this term.

The germanium FK modulator operates red-shifted from

the germanium detector where its responsivity is lower.

Fig. 22. A thermal tuning structure by doping the Si waveguide

as a resistor.
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Another interesting electroabsorption device is based

on the quantum-confined stark effect in a multiple

quantum-well device based on Ge quantum wells separated

by SiGe barriers [54]. Strong exitonic peaks with sharp

absorption spectra have been observed, which may lead to

devices that can achieve an on–off absorption difference
�� on the order of 1000 cm�1 over a 20 nm wavelength

range. Although the integration of multiple quantum well

materials into a silicon photonics foundry is an open issue,

such a device can potentially reduce both the switching

and the tuning energies to the levels necessary to meet the

long-range macrochip targets.

E. Roadmap for Silicon Photonic Interconnects
Current best-in-class SerDes transceivers are expected

to yield signaling densities between 120–200 Gbps/mm2.

In the capacitive case, the electrical pad pitch may be on

the order of 20 �m. Each pad can drive signals at line rates

of 5 Gbps. This provides a potential communication den-

sity in excess of 5 Tbps/mm2. Experimental capacitive

proximity communication circuits have yielded areal

densities up to 430 Gbps/mm2 to date. In the optical
case, an optical coupler can be as small as 20 �m on a side.

The optical coupler may communicate many wavelength-

multiplexed channels (e.g., as few as eight or as many as

64 may be envisaged with current technologies), with

each channel operating at line rates of 10 Gbps and larger.

The assumption of eight wavelength channels at 20 Gbps

per channel with an optical coupler pitch of 35 �m results

in a potential communication density of 128 Tbps/mm2. In
both the capacitive coupling and the optical proximity case,

the engineering limits to signal density will result from the

area and power of the transmitter and receiver circuits.

Commercial photonic links based on vertical-cavity

surface-emitting lasers (VCSELs) as well as those based

on silicon photonics currently operate at tens of

picojoules per bit and higher. As discussed in the previous

sections and summarized in Tables 3 and 4, the energy-
per-bit of a silicon photonic link is a key metric that must

be reduced by over two orders of magnitude to achieve

the many benefits of the macrochip. Fig. 23 depicts a

potential roadmap for the evolution of the energy per bit

of a silicon photonic interconnect over the next decade

and also shows, as a baseline for comparison, state-of-the-

art link energies for SerDes [39] and VCSELs [46]

(excluding clock and data recovery). From Fig. 23 and the
discussion in Section VII-C, it is clear that the tuning

energy for the silicon photonic devices such as the

Table 3 Expected Link Budget for Optical Components of the WDM Link

Table 4 Energy per Bit for Optical Links in 2012–2015 and

2015–2018 Timeframes, Listed in fJ/bit

Fig. 23.Roadmap for power and data-rate in the 2010–2018 timeframe for on-macrochip optical links versus best-in-class research results to date

for SerDes [39] and VCSEL [46] links. The ratio of the second column to the first is the energy-per-bit of the interconnect.

Krishnamoorthy et al.: Computer Systems Based on Silicon Photonic Interconnects

1356 Proceedings of the IEEE | Vol. 97, No. 7, July 2009

Authorized licensed use limited to: Sun Microsystems- sunlibrary@sun.com. Downloaded on July 2, 2009 at 21:03 from IEEE Xplore.  Restrictions apply.



modulator, the mux, and the demux can be expected to

constitute a significant fraction of the energy per bit in
the near term. However, these can be expected to reduce

with improved device design, better manufacturing

processes, and perhaps with the broadband materials

reviewed in Section VII-D. As the switching, tuning, and

circuit energies diminish, the photon loss becomes

significant, and a low-loss link will ultimately be needed

to hit the final targets.

The penetration of silicon photonic interconnects
into the computing systems hierarchy as a replacement

for wires will, in our opinion, be directly related to the

energy of the optical link versus the distance of the

interconnect. In Fig. 24, we show the interconnect

hierarchy with the corresponding target energy-per-bit

requirements for silicon photonic interconnects. In this

paper, we considered the use of optical links commen-

surate with the macrochip and chip-to-chip levels of this
hierarchy. Consideration for even deeper penetration of

optical links will likely have technology, integration, and

packaging consequences beyond the scope of this paper.

VIII . CONCLUSION

In this paper, we presented a canonical macrochip

computing system, described its benefits, analyzed the
constituent optical component and system requirements,

and provided an overview of the requirements for the

critical technologies needed to fulfill this system vision.

We described the macrochip from an architecture and

system viewpoint and quantified single-node and multi-

node macrochip performance in absolute terms and in

relation to electrically interconnected systems. The

macrochip utilizes optical proximity communication and
the energy, density, and latency advantages of wavelength-

division multiplexed optical links to allow Bfat[ compute

nodes that enable rich, highly interconnected topologies
(such as all-to-all connections) even when scaling up to a

multinode supercomputer. We described a nonblocking,

point-to-point WDM routing network that has superior

performance and no setup delays when compared to an

electrically controlled, packet-switched network of the

same bandwidth. This improvement is particularly evident

as the loading of the network goes up and also as the

message size goes down. It further simplifies the control of
the network and eliminates the resulting power required

for network resource arbitration. The static WDM

nonblocking network topology provides efficient transport

for small messages (64 B or less), an important character-

istic for supporting shared memory machines or HPC

challenge benchmarks that make use of small messages.

This network topology also favors embedded machines

where the requirement is to maximize performance-per-
watt on specific HPC metrics such as GUPS/watt and FFT/

watt. We note that such small message support can also

simplify programming although the exposition of this point

is beyond the scope of this paper.

The development of the macrochip calls for a

hundredfold to a thousandfold reduction in energy to

communicate an optical bit of information, thereby

enabling silicon photonic interconnects to transition to
the intrachip stage and provide systems level benefits

exceeding those offered by scaled electrical technologies.

To meet this aggressive challenge, it is likely that a new

class of photonic components as well as a comprehensive

design toolkit for photonics will be needed. It is also

crucial that traditional power-hungry analog optoelectron-

ic interfaces be replaced by low-voltage low-energy circuit

architectures and families that match electrical datapaths
to complementary optical interfaces and take advantage of

the small physical extent of the macrochip. Although we

stress the performance aspects of optical links vis-à-vis

density and energy requirements, we note finally that the

ultimate choice of silicon photonic interconnects versus

wires on the macrochip will also depend on other factors

including manufacturability, reliability, and cost. h
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