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Abstract
When a JIT compiler crashes in a production deployment,

compiler developers wish to reproduce the problem locally.

However, existing approaches to replay compilation lack the

necessary accuracy for this use case, or they introduce too

much of a maintenance burden. We propose to achieve ac-

curate compilation replay by running a remote compilation,

recording the input to the remote compiler, and replaying

the compilation using the recorded data. The benefit is sig-

nificantly reduced iteration times for compiler developers

when such an issue occurs.
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Introduction
Applications in production deployments typically connect

to external services and run on a platform with particular

CPU features. When the JIT compiler crashes in this setup,

a compiler developer may wish to rerun it with diagnostic

options [3] or attach a debugger to the compiler. However,

many practical barriers exist to rerunning the application

on the compiler developer’s hardware. When such a crash

occurs, the developers’ options to diagnose it are usually re-

stricted to information such as logs provided by the team that

services the application, which is a lengthy and inefficient

process.

The existing approaches to replay compilation [7, 3, 2, 8]

do not fit this use case well. The majority of them are based

on recording and reusing the profiles, the methods selected

for optimization, and similar data. Although this leads to

more stability in JIT compilation, it is not guaranteed that

the compiler repeats the same sequence of steps leading to

a crash — the replay is not accurate, and these approaches

require executing the application. An alternative approach

is instrumenting the compiler’s source code [6] to intercept

the accesses to the VM’s data. However, this reduces the

readability of the code and poses an impractical maintenance

overhead.

We propose a solution to replay compilations accurately

by leveraging the infrastructure for remote JIT compilation

[4, 1, 5], which is already supported by several runtimes.

These runtimes disaggregate the compiler from the virtual

machine (VM), allowing it to target a different platform and

VM than the one it is hosted on. Moreover, remote compi-

lation clearly separates the input to the compiler, which is

usually transmitted over the network and is thus serializable.

Therefore, in our approach, we perform a remote compilation

(which may be hosted on the same machine) and record the

inputs to the remote compiler. To replay a compilation, we

invoke the remote compiler on the recorded inputs, except

perhaps with extra diagnostic options. The desired result is

the process of the compilation rather than the compiled code

itself.

When a JIT compilation crashes in a production deploy-

ment, the running VM could immediately attempt to recom-

pile the samemethod and record this compilation for a future

replay — the VM would save all the inputs needed for replay

in a file also holding the description of the target platform

and the VM’s configuration. The attempted recompilation is

likely to exhibit the same issue that led to the original crash.

Another option is to record all compilations for replay, but

the overhead of recording may be high. Compiler developers

can then replay the offending compilation using the recorded

file while utilizing many of the debugging tools they are ac-

customed to. The proposed workflow would significantly

shorten the time it takes to resolve these issues.
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