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Abstract—Future computer systems will require new levels
of computing power and hence new levels of core and chip
densities. Because of constraints on power and area, optical
interconnection networks will play a critical role in these new
systems. In this paper, we describe the macrochip, a multi-chip
node with an embedded silicon photonic interconnection
network that consists of thousands of optical links. For such a
large-scale wavelength division multiplexing optical network,
we show how to use an energy-efficient error control scheme
employing variable-length cyclic redundancy check codes to
achieve a desirable residual bit error rate (BER) of 10−23 for
reliable system operation with the individual link BER at
10−12 or higher. We use a discrete-event network simulation of
the macrochip using uniform random traffic to show that our
scheme incurs minimal impact on performance compared to a
perfect system with no error control. Using link level energy
efficiency and network throughput analysis, we estimate and
report network level energy efficiency using the metric of
energy per useful bit.

Index Terms—Error control; Error control proto-
col; Macrochip; Silicon photonic interconnects; WDM point-to-
point network.

I. INTRODUCTION

E ver-increasing demand for computer system performance
is driving a trend toward dense, powerful compute blocks,

integrating tens to hundreds of processing cores on a single
die [1–3]. Applications driving this demand require fast access
to large data sets stored in main memory. Looking forward,
we envisage that chip power will be dominated by the network
transporting data between cores and memory [4].

Current electronic I/O technologies offer substantial band-
width between chips and memories but will be hard-pressed
to scale up to the levels needed for such hundred-core chips.
Because the areal density of off-chip I/O and package routes
dramatically lags that of on-chip wires [5], such links are by
necessity over-clocked and serialized and therefore relatively
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energy inefficient. Newer approaches using coupled data com-
munication [6,7] bypass soldered I/O and package routing and
instead transmit signals between chips through direct capaci-
tive or inductive coupling, thus carrying all data over efficient
and parallel on-chip wire buses [8]. While such systems enable
modest arrays of chips, their ultimate scalability is limited by
the low speed of on-chip wires, especially over distances longer
than 10 mm. Therefore, building highly parallel systems with
many hundred-core chips connected through electronic I/O
technologies, either traditional or coupled links, limits off-chip
bandwidth and will result in poor overall performance.

Optical interconnects, by comparison, promise higher
inter-chip bandwidth with channels with lower energy per bit
and can potentially better support such large-scale systems.
Critical to the promise of such an optical system is the use of
wavelength multiplexing as a way of improving interconnect
density.

Integrating optical networking technology into computing
systems can take several different paths. One such direction
would widely separate discrete processor/memory chips and
interconnect them using fibers, thus using optical links to
create physically large but logically dense systems. This
would offer simpler packaging and lower power and heat
requirements yet leverage the increased bandwidth from
wavelength multiplexing. However, chips generally connect to
fibers at a relatively large 250 µm core pitch, not the 20 µm
pitch of optical proximity couplers, so chip-to-chip bandwidth
over fibers would not offer much density advantage over areal
solder balls connected to package routes. To truly exploit the
bandwidth advantages of silicon photonics, a high-performance
system should instead employ dense silicon waveguides with
fine-pitch connectors and tightly packed processors.

One such tightly coupled system design is the Oracle
macrochip [9], which is a technology platform that integrates
multiple processor die with a silicon photonic interconnection
network. The network is embedded in a silicon-on-insulator
(SOI) substrate, and the processor die are connected to the
network using optical proximity communication; together,
these make inter-die and intra-die communication bandwidths
nearly equal. This approach provides a single-package compute
block much larger than a single processor, but requiring
neither large, low-yield chips nor area- and power-hungry
soldered I/O pins.

The area efficiency offered by wavelength division mul-
tiplexed silicon photonics allows a system network that

1943-0620/11/080A21-A31/$15.00 © 2011 Optical Society of America



A22 J. OPT. COMMUN. NETW./VOL. 3, NO. 8/AUGUST 2011 Zheng et al.

waveguides SOI routing substrate 225 mm2 DRAM chip (face up)

125 mm2 multicore CPU (face down)
CPU and DRAM connect via PxC
CPU and SOI substrate connect via OPxC

Fig. 1. (Color online) Diagram of an 8×8 macrochip.

can be as rich as a fully connected point-to-point topology,
which minimizes communication latency for uniform traffic
patterns [10]. Such an architecture would require on the order
of 10,000 optical links, giving a total aggregated bandwidth
of tens of terabytes per second. While this high bandwidth
enables large quantities of data to be moved within a short
amount of time, the number of errors occurring within the
same time for the whole interconnection network increases
significantly with the amount of data being moved assuming
non-zero individual link bit error rates (BERs).

Ideally, a computer system will experience no undetected
errors while it is in operation [11]; studying practice, a goal
of fewer than one undetected bit error in the system over
a ten-year period is a reasonable target. For our envisaged
macrochip, this appears to require an effective link BER of
less than 10−23. Unfortunately, to pursue optical links with
optimized energy efficiency, even achieving a BER of 10−12 at
a high data rate of 20 Gb/s is a challenging goal, given device
parasitics, complementary metal-oxide semiconductor (CMOS)
circuit and system noise sources, and the low wall-plug
efficiency (WPE) of wavelength division multiplexing (WDM)
laser sources.

A more realistic approach is to use error control schemes
to improve the link fidelity to a residual BER of 10−23. The
critical question is: what is the appropriate error control
scheme for a macrochip interconnection network that can be
both robust and power efficient?

Error control schemes have been widely applied in various
optical networks especially in telecom metro and long-haul
networks. In these networks, link BERs are relatively high,
and, because of the distances involved, retransmitting faulty
data is expensive. As a result, the focus has been on
forward error correction (FEC). By contrast, for systems
such as the macrochip with significantly different operating
characteristics, the energy and performance costs of adding
FEC to every packet become significant (as will be seen in
Section IV below). Thus, other techniques must be considered.
As will be seen below, using error detection at the packet
level, coupled with an ACK/NACK protocol and retransmission
of faulty packets, leads to a robust error control scheme
that meets the goals for undetected errors and also meets
the requirements for performance and energy use. We show
below that these standard techniques can be adapted, in a
straightforward manner, for use on the macrochip.

We begin by describing the macrochip, a tightly coupled
multi-chip system based on a silicon photonic interconnection
network, in Section II. We describe an energy-efficient photonic
link in Section III, and in Sections IV and V we discuss
the requirements of an energy-efficient error control scheme

and the features of an optimized error detection scheme for
the macrochip. Also in Section V, we present simulation
results that show the impact of the error control protocol on
performance. The contributions of this paper are summarized
as follows:

1. A suitability analysis of error correction versus error
detection schemes for energy-efficient interconnects.

2. Evaluation of error detection schemes for macrochip-like
systems.

3. An approximate performance analysis showing the
impacts of the error detection scheme.

The main result of this paper is the demonstration that ex-
isting error detection and correction techniques can be adapted
to give the required levels of accuracy, energy efficiency, and
performance for the macrochip.

II. THE MACROCHIP SYSTEM

The macrochip technology enables integration of multiple
conventional die, each about 225 mm2 in size, using silicon
photonics to achieve performance similar to that of a large
single die. In the current design, the macrochip can host 64
conventional die in an 8× 8 array as shown in Fig. 1. This
design bypasses die size limits imposed by technology yields
and makes possible dramatically more cores on a virtual “chip.”
Multiple conventional die are integrated through a large SOI
substrate with place holders to support the individual die.
These place holders are called sites. The substrate contains
two layers of silicon optical waveguides; the layers run in
orthogonal directions much like on-chip electrical wiring,
with via-like connections between the layers built using
low-loss optical proximity connectors (OPxCs). By using two
optical routing layers, orthogonal waveguides avoid physical
intersections and the ensuing signal crosstalk. The substrate
layers are SOI because the silicon waveguides require a buried
oxide for light confinement [9], although photonics-enabled
bulk silicon may in the future eliminate the need for SOI [12].

The sites on the macrochip can be a combination of logic
and memory. Apart from compute logic and memory, each
site includes optical transmitters, receivers, and waveguides
positioned to overlap the SOI routing substrate, and uses
OPxCs to connect its waveguides to those in the SOI routing
substrate [13]. Power is delivered to each site from a top plate
and the die are connected to the substrate using solderless
spring contacts that allow chip replacement for higher system
yield [8].
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Fig. 2. (Color online) 2×2 static WDM point-to-point network.

The macrochip can be viewed as a large-scale shared
memory multiprocessor or a message passing cluster, whose
performance is not restricted by the limited pin-counts on
processor die because all cores are interconnected through
dense silicon photonics. Due to the applicability of the
macrochip to different programing models, the macrochip
needs to support different packet sizes, ranging from a few
bytes to multiple kilobytes. In this paper we use three different
packet sizes to represent shared memory and message passing
applications. We used 8-byte and 64-byte packets to represent
traffic in a shared memory system and 4096-byte packets to
represent the commonly used MTU (maximum transferable
unit) in message passing clusters.

The network used in the macrochip is a statically routed
WDM point-to-point network, shown in Fig. 2. In this network
each site has a dedicated optical data path to every other
site. Such a network does not impose any connection setup
or arbitration overheads. The network layout consists of hor-
izontal and vertical waveguides between the rows and columns
of the macrochip, respectively. The horizontal waveguides are
laid on the bottom layer and the vertical waveguides are laid
on the top layer of the SOI routing substrate. The horizontal
waveguides connect to vertical waveguides using inter-layer
couplers. Each vertical waveguide drops one wavelength at
each site in the column. A transmitting site can communicate
with any receiving site A by choosing the waveguides leading
to the column of site A and the wavelength that is then dropped
at site A.

Each site on the macrochip supports 320 GB/s input
bandwidth and 320 GB/s output bandwidth. The system
consists of a total of 8192 optical links, each running at 20 Gb/s.
This yields an aggregate peak bandwidth for the macrochip of
more than 20 TB/s. The parameters of the macrochip system,
discussed in this paper, are summarized in Table I.

III. ENERGY-EFFICIENT INTERCONNECTS

Interconnects with very high energy efficiency are expected
for the macrochip. A useful system interconnect metric must
take into account not only the energy efficiency of the link
technology, but also its capacity and its link utilization. We

TABLE I
MACROCHIP SYSTEM PARAMETERS

Parameter Value

Number of sites 64
Bandwidth per site 320 GB/s
Total number of optical channels 8192
Wavelengths per waveguide 8
Bit rate of a wavelength 20 Gb/s
Total peak bandwidth 20 TB/s
Latency 0.1 ns/cm

believe that one such metric is energy per useful bit, which
is defined as [14]

Energy/Useful Bit= Power
Payload/Delivery Time

. (1)

Clearly, efficient interconnection systems would require not
only energy-efficient photonic links, but also an energy-
efficient networking protocol.

A. Energy-Efficient Photonic Links

Very-low-power photonic links are expected for macrochip-
like applications. As depicted in Fig. 3, a typical photonic
link consists of a laser source, a transmitter, a receiver,
and passive WDM channel including a WDM mux/demux
(multiplexer/demultiplexer), optical proximity couplers, and
waveguides. The total dissipated power of an optical link for
a given link bit rate can be measured as follows:

PowerLink = Preceiver +Ptransmitter +PWDM +PLaser. (2)

Here, the total power represents the effects of the receiver,
transmitter, WDM mux/demux, and the source laser. Assuming
that the photonic link is thermal noise limited, the source laser
power is further determined by

PLaser =
2Psens

ILLink
· (Er +1)
(Er −1)

· Q
Q0

· 1
ηLaser

, (3)

where Psens is the sensitivity of the receiver, ILLink is the
total link loss, Er is the extinction ratio of the transmitter
modulation, Q is the required link quality factor derived from
the required undetected BER without error control, Q0 is the
sensitivity quality factor (e.g., a Q0 of 7 for a BER of 10−12),
and ηLaser is the (wall-plug) laser efficiency defined as the ratio
of optical power to d.c. electrical power.

To achieve the desired energy-efficient photonic links, we
have to not only develop low-power transmitters and receivers
using high-bandwidth, low-parasitic opto-electronic devices,
but also reduce the laser power. Because ηLaser is typically
low, less than 10% for currently available WDM sources,
laser power becomes a significant portion of the total power
dissipation of optimized photonic links. In addition, optimizing
for energy efficiency, receiver design has to trade off power
versus sensitivity, while transmitter design has to trade off
power versus extinction ratio. With transmitter and receiver
design, and link loss fixed, the laser power depends solely
on the required channel quality factor. If the required link
BER is significantly lower than the sensitivity BER for reliable
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Fig. 3. Simplified block diagram of a macrochip WDM photonic link with an off-chip laser source. The receiver is represented by a photodetector
and a transimpedance amplifier. Limiting amplifier stages and the clock and data recovery circuit that typically follows the receiver are not
shown.

system operation with many photonic links, 10−23 for example,
a high required link quality factor Q, 10 in this case, would
be needed without error control. Consequently as Eq. (2)
indicates, significantly more laser power will be needed to
achieve such a high required link quality factor because of the
relatively low laser efficiency.

B. Energy-Efficient Error Control

The macrochip expects to use photonic links with a BER of
10−12 [9]. With 8192 photonic links in the macrochip system,
the effective BER for the system becomes very high. Our target
undetected error rate for the system is 10−23, which gives a
very low probability for an undetected error in 10 years. Obvi-
ously there is a gap between the real optical link performance
and the expected desirable link fidelity. One way to fill this gap
is to improve the link signal-to-noise ratio (SNR) by increasing
the laser power. But, as discussed above, this may significantly
increase the total link power due to the low laser efficiency,
and hence is not an energy-efficient approach. In addition,
high laser optical power may manifest other impairments like
waveguide nonlinearity. A better alternative approach is to use
a robust error detection/correction method in conjunction with
a link layer protocol to achieve the target undetected error
rate. Unfortunately, error detection/correction will also add
additional power and latency to the photonic link, consequently
degrading the energy efficiency. In this section we discuss
the requirements for such a scheme resulting in a minimum
increase in the energy/useful bit metric for photonic links with
undesirable BER.

To manage errors in a system, the error control mechanism
should have two components: a component for detecting errors
in received packets and a component for correcting the errors
or retransmitting the packets. This is traditionally done in
one of two ways: automatic repeat-request (ARQ) using error
detection codes or FEC using error-correcting codes (ECC).

Powerful ECCs such as convolution codes could achieve
error correction capability close to the Shannon limit. But the
associated complexity, high power, and high latency prohibit
its application for the macrochip. Relatively simple block
codes, like Turbo codes [15] and Reed–Solomon codes [16–18],
can also correct errors efficiently, but the power and latency
required for hardware implementation are still too high.
We estimate that implementing Turbo codes will consume
power on the order of a few watts and that implementing
Reed–Solomon codes will consume power on the order of a few
tens of milliwatts. On the other hand, a simple ECC, such as
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Fig. 4. (Color online) Undetected error probability for Hamming codes.

the Hamming code [19,20], does not have a significant impact
on overall link energy efficiency, but it does have very limited
error correction capabilities.

Preliminary error detection analysis for Hamming codes for
8-byte message transmission is shown in Fig. 4. As depicted in
Fig. 4, Hamming codes have limited capability when used as
an ECC, but with a Hamming distance of 3, an ECC can detect
more errors than it can correct. If all of the detected errors
can be corrected by retransmission, even with a high 10−8 raw
physical channel BER, better than 10−25 residual BER can be
achieved when it is used for error detection only.

Cyclic redundancy check (CRC) codes, on the other hand,
can create larger Hamming distances [21–23], and therefore
are more powerful in error detection. The undetected error
probabilities at various packet sizes and CRC code sizes are
shown in Figs. 5, 6, and 7. For the same 8-byte message length,
CRC 8, 16, and 32 codes can produce code distances of 5, 6, and
10, respectively. With 10−8 raw physical channel BER, a better
than 10−30 residual BER can be achieved using just the CRC
8 code.

As shown in Figs. 5, 6, and 7, a target undetected error
rate of 10−23 for different packet sizes can be achieved even
for physical links with a BER much higher than 10−12.
Furthermore, for a given optical link BER and the target
undetected error rate, different CRC sizes can be used for
different message sizes. The macrochip system uses message
sizes from 8 bytes to 4096 bytes. In this case using a 32-bit
CRC for all packet sizes will cause a large overhead for small
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Fig. 5. (Color online) Undetected error probability of CRC codes for
8-byte packets.
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Fig. 6. (Color online) Undetected error probability of CRC codes for
64-byte packets.
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Fig. 7. (Color online) Undetected error probability of CRC codes for
4096-byte packets.

packets. Hence a variable CRC scheme that adds a CRC code
with just enough bits to achieve the target undetected error
rate, for that packet size, is required. From Figs. 5, 6, and 7,
CRC lengths of 8, 16, and 32 bits for packet sizes of 8, 64, and
4096 bytes are appropriate.

Another important thing to consider for the error control
scheme is its capability for handling the burst errors from
the optical links. A burst error here is defined as contiguous

sequence of error bits. Most of the optical link impairments
may degrade the Q of the link, resulting in a higher BER,
but they do not necessarily generate burst errors. Other
sources of burst errors are associated with receiver design,
optical crosstalk, and laser mode hops. Since decision feedback
equalizer circuits are not used in our receiver design [24],
there is no associated error propagation mechanism in our link.
Optically, we avoid waveguide crossing completely by using
inter-layer optical proximity couplers as described above. We
do not consider laser mode hops in this paper and assume
a stable optical source. With these assumptions, sequential
errors become a probabilistic occurrence for a given BER. For
example, for a link with a BER of 10−7, the probabilities of
2-, 3-, and 4-bit errors in a row are 10−14, 10−21, and 10−28,
respectively. When CRC 8, 16, and 32 are used for packet sizes
of 8, 64, and 4096 bytes, maximum Hamming distances of 5, 5,
and 6 can be achieved, respectively, with certain codes, which
means a minimum of up to 4-bit burst errors can be detected.

When using an error detection mechanism instead of an
error correction mechanism, a protocol for retransmissions of
corrupted packets is required. Such protocols are currently
used in all forms of computer networks. These protocols rely
on acknowledgments (ACKs) for correctly transmitted packets,
negative acknowledgments (NACKs) for error packets, and
timeouts for retransmission. ACK packets in the macrochip
would be approximately 4 bytes in size; this is 50% of the size
of the smallest packet. Hence transmitting one ACK for every
correctly transmitted packet will waste bandwidth. Protocols
such as sliding-window [25] do not ACK every correct packet;
instead they ACK the receipt of multiple packets. The number
of packets combined per ACK is adapted using timeouts. In
the following sections we describe the average case behavior of
such a protocol for the macrochip and quantify the performance
impacts.

The properties of the error control protocol selected for the
macrochip can be summarized as follows:

1. Error detection using CRC codes for energy-efficient error
detection.

2. A variable CRC scheme for different packet sizes to reduce
the CRC overheads.

3. A retransmission protocol that batches acknowledgments.

These mechanisms already exist in widely used error control
techniques.

IV. PERFORMANCE SIMULATION

A protocol that implements the properties laid out in
the previous section will require an adaptive timeout-based
protocol for retransmissions. In order to study the performance
impact of different components of the error control protocol, we
simulated the macrochip system with an approximate average
case behavior of a protocol that meets the requirements.

The goals for the simulation modeling are the following:

1. Quantify the performance impact of CRC and protocol
overheads (ACKs and NACKs) on the bandwidth usage and
latency.
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Fig. 8. Data packet format used in the simulation.

2. Quantify the impact of BER on performance.

3. Quantify the send-buffer requirements for the system.

We simulated an 8 × 8 (64-site) macrochip system as
described in Section II. The simulation model is an event
driven simulator developed using the CSIM [26] discrete-
event simulation engine. The model simulates the WDM
point-to-point network on the macrochip at the specified link
bandwidths. We used a packet generator at each site as the
network traffic driver. The driver generates packets to random
destinations with a uniform probability. These packets are of
a fixed size, preset for every simulation run. The following
sub-sections discuss the specifics of the protocol simulated.

A. The Simulated Packet Format

The data packet format used in the simulation is as shown
in Fig. 8. The packet format used is not a strict requirement for
the macrochip but is a reasonable approximation based on the
requirements of the basic error detection mechanism.

The Preamble Field

Each packet in the macrochip starts with a specific bit
pattern called the preamble. In order to maintain frame
integrity we use a bit stuffing scheme as in the HDLC
protocol [27] to make sure that no random data can be
mistaken for the preamble. Because of bit stuffing, even if there
is an error in a preamble, the recipient will resynchronize at
the beginning of the next packet with a valid preamble. Any
packets lost as a result of the error in the preamble will be
retransmitted just as they would have been if there had been
an error in the rest of the packet.

The Type Field

There are two major packet types supported by the
macrochip protocol:

Positive acknowledgment (Type = 01): Acknowledgment
packets are sent by the recipient to the sender to confirm
receipt of a sequence of data packets. The received PktID con-
tained in an acknowledgment packet identifies the SequenceID
of the last correct packet that was received.

Negative acknowledgment (Type = 10): A negative acknowl-
edgment packet is sent from recipient to source when an
arriving packet is determined to have one or more bit errors.
The Received PktID identifies the last correct packet that was
received.

Source Destination

Data 1

Data 2
Data 3 (err!!)

Data 4

Data 5

Data 6

Data 3

NACK 3

ACK 4, 5, 6

ACK 1, 2, 3

1

2

3

4

5

6

7

8
9

10

Fig. 9. (Color online) Simulated error control protocol.

The SequenceID Field

SequenceID is used to enable retransmission. When a
data packet is received with an error, a NACK is sent to
the sender with the same sequenceID as the data packet.
A retransmission of the data packet will contain the same
sequenceID.

The CRC Field

The CRC field is computed over all the bits of a data
packet except the preamble. In this way any bit errors in the
sequenceID, size, or the payload fields will be detected. To
minimize the overhead for short packets, we used a variable
CRC scheme with 8-, 16-, and 32-bit CRC codes for 8-, 64-, and
4096-byte packets.

B. The Simulated Error Control Protocol

The simulation model introduces errors into the packets
at a specified BER. The model detects all error packets at
the destination and follows the protocol shown in Fig. 9
for retransmissions. The protocol shown in Fig. 9 is not
the exact protocol that would be used in a real system. In
order to reduce the simulation complexity, we simulated an
approximate version of an error control protocol that would
meet the requirements stated in Section IV for the average
case.

Steps 1 through 4, in Fig. 9, show the transmission of
four data packets from a source on the macrochip to a
destination, where the third packet has an error. A NACK
packet is sent from the destination to the source in step
5, prompting a retransmission of the third data packet in
step 9. The simulated protocol acknowledges every set of n
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Fig. 10. (Color online) 8-byte performance and buffer requirement plots: (a) latency versus load plot; (b) buffers per port versus load plot.

packets transmitted from the source. In this example n =
3. Hence in step 8, an ACK of packets 4, 5, and 6 is
transmitted from the destination to the source. After the
correct retransmission of packet 3 in step 9, packets 1, 2, and 3
are acknowledged in step 10. The optimal value for n depends
on the packet size. We performed simulations to determine
the optimal n value for different packet sizes. The results
will be discussed below. A real error control protocol will not
generate an ACK for a fixed set of packets but instead will
group a variable number of packets for an acknowledgment
based on a timeout mechanism. The simulated retransmission
mechanism approximates the average case behavior of a real
protocol that on average generates one ACK for every n
packets.

The following are the assumptions made by the simulated
model:

1. The ACK/NACK and retransmit mechanism is a
simplified average case behavior of a protocol that uses an
adaptive timeout mechanism to group packets for an ACK.

2. The ACK/NACK packets are error free.

3. The bit errors are introduced using a uniform random
probability.

4. Burst errors are not included as part of the simulation.

C. Simulation Results and Discussion

We simulated the WDM point-to-point network on the
macrochip with the protocol described in the previous section
with three packet sizes: 8 bytes, 64 bytes, and 4096 bytes. We
define the term “input load” in a system as the rate (GB/s) at
which traffic is generated into the network at each site. The
peak bandwidth out of each site is 320 GB/s. For each message
size we varied the input load on the system and measured
the latency of each correctly transmitted packet. We define the
latency as the time elapsed from the generation of the packet
at the sending site to the error-free reception of the packet at

the destination site. Hence the latency of the packet includes
the NACK and retransmission latency if any.

As shown in Figs. (10a) through (12a), we plot the latency
versus load for each message size. Each plot consists of five
curves representing the following:

1. The blue curve shows latency versus load for a perfect
system without any CRC and protocol overheads with BER = 0.

2. The orange curve shows the latency with a batched ACK
scheme, a non-zero CRC, non-zero BER and a 0 ns CRC
compute delay.

3. The yellow curve is the same as the orange curve but
includes a 0.8 ns CRC compute delay.

4. The brown curve shows the latency with a batched ACK
scheme, a header, and CRC; CRC compute latency = 0.8 ns,
BER = 0.

5. The green curve shows the actual performance of the
system with all overheads included and a non-zero BER.

The Impact of BER on Performance

The green and brown curves in Fig. 10(a) show that a
BER = 10−4 has almost no performance impact on 8-byte
packets. Figures 10(a), 11(a), and 12(a) show that better BERs
are required for larger packets to reduce the performance
impact. BER = 10−7 has almost no impact on performance of
4096-byte packets. This shows that a target BER = 10−7 for
the point-to-point links in the macrochip is adequate for up to
4096-byte packets.

The Impact of CRC and Protocol Overheads

Comparing the orange and yellow curves in Figs. 10(a),
11(a), and 12(a) we see that the performance impact of CRC
computation overheads on latency is negligible. The impact
of the CRC calculation and the batched acknowledgments is
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Fig. 11. (Color online) 64-byte performance and buffer requirement plots: (a) latency versus load plot; (b) buffers per port versus load plot.
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Fig. 12. (Color online) 4096-byte performance and buffer requirement plots: (a) latency versus load plot; (b) buffers per port versus load plot.

seen by comparing the yellow curve to the blue curve. The
performance drops to 84% and 94% of that of the zero-overhead
curve (blue curve) for 8-byte and 64-byte packets, respectively.
The performance impact on 4096-byte packets is negligible.

In the case of 8-byte packets, theoretically, the overhead due
to the 1-byte CRC should be 12.5%. The remaining overhead
is due the ACK/NACK scheme. We performed a detailed
simulation analysis (not shown) to determine the degree of
batching required for the ACKs. The more ACKs we batch,
the greater the buffer size requirements at the sender. This
is because a send-buffer for a packet is not deallocated until
the packet is acknowledged. In our analysis we found that an
average of 8 packets/ACK and 3 packets/ACK seemed the most
appropriate degree for batching for 8- and 64-byte packets,
respectively.

By comparing the green and yellow curves we can estimate
the impact of the packet headers on performance. In the case

of 8-byte packets, the header overheads reduce the sustainable
bandwidth to about 170 GB/s, which is 53% of the peak. In
the case of 64-byte packets, the header overheads reduce the
bandwidth to about 240 GB/s, which is 75% of the peak. The
performance impacts of the protocol and CRC overheads are
negligible for the 4096-byte packets.

Buffer Requirements

Figures 10(b) through 12(b) show the buffer size require-
ments for the three packet sizes. In the above figures, we fix
the maximum allowed latency to be 3 times the minimum
latency at low loads. On the basis of this requirement, we need
about 12, 6, and 4 buffers per port for 8-, 64-, and 4096-byte
messages, respectively. If we have to support all of the message
sizes, we need a sufficient number of buffers for short messages
and buffers of sufficient size for long messages. This leads to a
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TABLE II
SUMMARY OF VALUES USED FOR ERROR CONTROL

Parameter Value

Link BER (to meet system level goal) 10−7

Batch length for ACKs
For 8-byte packets 8
For 64-byte packets 3
For 4096-byte packets 1
Buffer requirements
Number of 4 kB buffers/port 12
Space per site (simple allocation) 3 MB
Space per site (chained allocation) 1 MB

requirement of twelve 4 kB buffers per port and hence 3 MB of
send-buffer space per site on the macrochip. By using smarter
buffering mechanisms, such as chained buffers where a large
buffer is made up of multiple small buffers, we can reduce the
total number of buffers per port to four 4 kB buffers. This will
reduce the send-buffer requirements per site to 1 MB. However,
such schemes do add buffer allocation overheads.

Summary of the Simulation Results

On the basis of the results from the runs of the simulation
model, we are able to select values of the key parameters of
the error control scheme which allow us to meet the goals for
accuracy, energy, and performance for the proposed system.
These selected values are summarized in Table II.

V. OPTIMIZED INTERCONNECT ENERGY EFFICIENCY

As discussed above, photonic links in a tightly integrated
large-scale macrochip system, unlike those in traditional
long-reach wide-area networks, are well suited to a low-
overhead CRC-based error detection scheme with retry. Using
a simplified analysis, we suggest an adaptive protocol to
minimize overheads and maximize effective throughput over
a range of different message sizes. To quantify the energy costs
of the resulting interconnect system, we can take the ratio of
power to derated total network throughput:

Energy/Useful Bit= Total Power
Network Throughput

. (4)

On the basis of the network level simulation results shown
above, we can combine our physical link costs with the energy
cost of CRC circuits and the protocol overhead. We simulated a
basic parallel 32-bit CRC implementation, synthesized, placed,
and routed using 1.3 V, 130 nm CMOS technology, and scaled
the results to 0.85 V, 28 nm technology; in doing so we
conservatively assumed that while transistor capacitances
scale, routing capacitance does not, due to increasingly
restrictive design rules. The result was that we predict that
a 32-bit CRC circuit will cost about 25 fJ/bit for each photonic
link.

Figure 13 shows the energy per useful bit as a function
of the average data length of packets in the system. With a
physical channel energy of 160 fJ/bit [9], the network energy
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Fig. 13. (Color online) Energy per useful bit versus payload size.

goes to about 348 fJ/bit for short (8-byte) messages, 247 fJ/bit
for 64-byte messages, and 215 fJ/bit for 4096-byte messages.
The buffer memory power is not included in the calculation
because buffers are needed even for networks using perfect
links. As the simulation results above indicate, using links
with increased raw channel BER does not significantly change
the requirement for buffers needed. The number of buffers
needed is primarily determined by the maximum allowed
message latency.

VI. SUMMARY AND CONCLUSIONS

Future computer systems will require a large number
of physical communication links to satisfy the bandwidth
needs of increasingly dense and powerful processors. Silicon
photonic links are a promising technology for building these
systems in an energy-efficient manner. In the context of a
64-processor-site system with a fully connected point-to-point
network consisting of 8192 silicon photonic links, we have
analyzed the requirements for error control in these links.
We also showed that error detection is preferable to error
correction because of performance and energy overheads and
presented an error detection scheme based on variable-length
CRC codes and a protocol with batched acknowledgments.
We presented performance simulation results that show that
the scheme incurs an acceptable overhead while boosting
the residual BER to 10−23. We demonstrated that existing
techniques can be adapted for the macrochip to achieve the
BER goal, while minimizing the impact on energy use and
performance.
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