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Abstract:

A binary translator examines binary code for a source machine, optionally builds an intermediate rep-
resentation, and generates code for a target machine. Understanding what to do with delayed
branches in binary code can involve tricky case analyses, e.g., if there is a branch instruction in a
delay slot. Correctness of a translation is of utmost importance. This paper presents a disciplined
method for deriving such case analyses. The method identifies problematic cases, shows the transla-
tions for the non-problematic cases, and gives confidence that all cases are considered.The method
supports such common architectures as SPARC®, MIPS, and PA-RISC.

We begin by writing a very simple interpreter for the source machine’s code. We then transform the
interpreter into an interpreter for a target machine without delayed branches. To maintain the seman-
tics of the program being interpreted, we simultaneously transform the sequence of source-machine
instructions into a sequence of target-machine instructions. The transformation of the instructions
becomes our algorithm for binary translation. We show the translation is correct by reasoning about
corresponding states on source and target machines.

Instantiation of this algorithm to the SPARC V8 and PA-RISC V1.1 architectures is shown. Of interest,
these two machines share seven of 11 classes of delayed branching semantics; the PA-RISC has
three classes which are not available in the SPARC architecture, and the SPARC architecture has one
class which is not available in the PA-RISC architecture.

Although the delayed branch is an architectural idea whose time has come and gone, the method is
significant to anyone who must write tools that deal with legacy binaries. For example, translators
using this method could run PA-RISC on the new 1A-64 architecture, or they may enable architects to
eliminate delayed branches from a future version of the SPARC architecture.

*This report is a very extended version of TR 440, Department of Computer Science and Electrical Engineering, The University
of Queensland, Dec 1998, and describes applications of the technique to translations of SPARC® and PA-RISC codes. This
report fully documents the translation algorithms for these machines.
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1 Introduction

Binary translation makes it possible to run code compiled for source platfoomtarget platforny’.

Unlike interpreted or emulated code, binary-translated code approaches the speed of native code on
machin€l’. Hardware vendors can use binary translation to provide a tempting array of software along
with new machines [BKMM87, May87, AS92, SCR3, EA97]. Hardware buyers can use binary
translation to run old code on new machines. This ability is particularly valuable when the old code
is available only in binary form, e.g., when it has been purchased from a third party or its source
code has been lost. Finally, binary translation is also an enabling technology for efficient simulation
[CK94, WR96].

The fundamental steps in binary translation are to distinguish code from data, to map data locations
from the source to the target machine, and to translate instructions. Data must be translated differently
from code, pointers must be translated differently from non-pointers, and code pointers (e.g., for indi-
rect branches) must be translated differently from data pointers {[S8GKLB94]. This paper focuses
on translation: the problem of distinguishing code from data is difficult, but solutions are well known.

When a mapping from source locations to target locations has been established, translating instruc-
tions is mostly straightforward. Finding the target instructions needed to achieve a particular effect
is simply code generation. It is not always obvious, however, what is the effect of a delayed branch
instruction, especially when a branch or call instruction appears in a delay slot. Although the delayed

*This report is a very extended version of TR 440, Department of Computer Science and Electrical Engineering, The
University of Queensland, Dec 1998, and describes applications of the technique to translations of SPARC(R) and PA-RISC
codes. This report fully documents the translation algorithms for these machines.



branch is an architectural idea whose time has come and gone, the method is significant to anyone who
must write tools that deal with legacy binaries. For example, translators using this method could run
PA-RISC code on the new IA-64 architecture. They might also enable architects to eliminate delayed
branches from a future version of the SPARC architecture.

The contribution of this paper is a disciplined method for understanding the effects of delayed
branches, even in tricky, rarely used combinations. This method identifies cases that are problematic
for translation, shows the translations for the non-problematic and problematic cases, and gives con-
fidence that all cases are considered. We have applied the results of the method to the University of
Queensland binary translator [CVR99, CV00], and these results could profitably be applied not only
to other binary translators [ZT00], but also to any tools that analyze machine instructions, including
optimizers [SW93, BDBO0O], code instrumentors [Wal92, LB94, LS95], fault isolators [WLAG93], and
decompilers [CG95, Hof97, CSF98].

Our method uses register transfer lists (RTLs) as a semantic framework in which to reason about
instructions on both the source and target machines [RD98]. We divide a machine’s semantics into
two parts. We specify semantics common to most instructions (e.g., the advancement of the program
counter) as part of a simple imperative program representing the execution loop of a machine. We spec-
ify the unique effect of each instruction as a register transfer list. The effect of executing a program is
represented as the effect of running the execution loop on a sequence of instructions or, more precisely,
on a sequence of register transfer lists representing the semantics of the instructions.

We build a binary translator by considering semantics for two machines. Each has an execution
loop and a set of instructions. The source machine has delayed branching semantics, the target does
not. We begin by transforming the source machine’s execution loop into the target machine’s execution
loop. To maintain the proper semantics for a program, we simultaneously transform the sequence of
source-machine instructions into a sequence of target-machine instructions. This transformation of the
sequence of instructions becomes our algorithm for binary translation.

A quick reading of this paper might suggest that the problem we solve is trivial. To build a flow
graph representing a binary program, why not simply convert the delayed branch to a non-delayed
branch and push the instruction in the delay slot along zero, one, or both successor edges? (The set of
successors that should get copies of the instruction in the delay slot depends on whether the delayed
branch “annuls” that instruction.) This simple approach is in fact coreecigptwhen the instruction
in the delay slot is itself a delayed branch, call, or other transfer of control. In that case, the “pushing”
approach fails to execute the instruction that is the target of the first branch. The methods in this paper
translate this case correctly. In practice, such cases occur rarely in user code, but they are recommended
in kernel code as a way of returning from interrupts or otherwise switching contexts [S§A\28).

The building blocks of this paper are not new. Register-transfer languages have been used to de-
scribe instructions for years [BN71, BS82]. Our program transformations draw from standard tech-
niques in compiler optimization [ASU86] and partial evaluation [JGS93].

The contribution of this paper is the idea of applying these well-known techniques to a new problem
domain, where they have been used to build a SPARC and PA-RISC architectures front end for the
University of Queensland binary translator [CVR99, CVO0O].



2 Semantic framework

Rather than translate source-machine instructions directly into target-machine instructions, we translate
source instructions into register transfer lists (RTLs), transform the RTLs, optimize the RTLs, and trans-
late the RTLs into target-machine instructions. RTLs provide a uniform framework that can express
source instructions, target instructions, and their interpretations by the source and target processors.
We write R for the set of all possible RTLs. We assume that the effect of any machine instruction
can be described by a suitable= R, as appears to be the case for many real microprocessors. This
paper describes a translation between subsets R and L, C R. The source-machine languade,
has delayed branches; the target-machine languagdoes not.

2.1 Register transfer lists

Our RTL formalism is designed for use in tools and component generators, and it makes machine-
dependent computation explicit [RD98]. For this paper, we use a simplified version specified using the
following syntax:

rtl = [effect{| effec}] Multiple assignment

effect= [exp—] location:= exp Guarded assignment

exp=- constant Constant
| location Fetch from a location
| exp binop exp Binary RTL operator

| operator( explist) RTL operator

A register transfer list is a list of guarded effects. Each effect represents the transfer of a value into
a storage locatioh,.e., a store operation. The transfer takes place only if the guard (an expression)
evaluates tdrue. Effects in a list take place simultaneously, as in Dijkstra’s multiple-assignment
statement: an RTL represents a single change of state. Appendix A makes this notion precise by giving
a denotation functio®[rtl] : ¥ — X.

Values are computed by expressions without side effects. Eliminating side effects simplifies anal-
ysis and transformation. Expressions may be integer constants, fetches from locations, or applications
of RTL operatorgo lists of expressions. RTL operators are pure functions on values. Expressions have
their own denotation functioéi[¢] : ¥ — V', whereV" is the domain of values.

In this paper, we assume that locations are single cells in a mutable store, although the full RTL
formalism supports a more general view that makes byte order explicit.

As an example of a typical RTL, consider a SPARC load instruction using the displacement ad-
dressing mode, written in the SPARC assembly language as

Id [%sp-12], %I0

This load instruction computes an address by addihg to the stack pointer (register 14), then loads
a word from that address into regis#éiO (register 24). The effect of the instruction might be written
(RTL for sample instructiose=

$r[24] := $m[$r[14] + sz (—12)]

1storage locations represent not only registers but also memory and other processor state.
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The notatiorfspace|address| specifies a cell in a mutable store. Theoperator sign-extends the 13-bit
immediate constant 12 so it can be added to the 32-bit value fetched from register 14.

The load instruction not only loads a value into register 24; it also advances the program counter
to point to the next instruction. Changing the program counter is intimately connected with branching;
we separate the effect on the program counter in order to give it special treatment.

2.2 Processor state for delayed branches

A processor executing straight-line code executes one instruction after another, in sequence. A delayed
branch instruction causes the processor to depart from that sequence, but not immediately. When the
processor executes an instructibtihat causes a delayed branch to a locationet, the processor first
executed'’s successor, then executes the instruction locatéd-att. The location holding’s succes-
sor is calledl’s “delay slot.” On some machines, like those of the SPARC processor, the instriiction
can “annul” its successor, in which case the successurtiexecuted; instead the processor stalls for
one or more cycles

To model delayed branches with annuls, we use three pieces of processor state:

PC' is the program counter, which identifies the instruction about to be executed.

nPC is the “next program counter,” which identifies the instruction to be executed after the current
instruction.

annul is the “annul status,” which determines whether the processor executes the instrué¢t@moat
ignores it?

In this model, a delayed control transfer is represented by an assignmeRtCto For example, a
SPARC call instruction simultaneously assigns the target addreg3doand the currenPC to regis-
ter 15:
(RTL for calh=

$r[15] := PC' | PC := nPC | nPC := target
Thetarget address in the RTL is distinct from tharget field in the binary representation of the call
instruction. In the case of the SPARC architecture, we abstract away from the rule that says the target
address is computed by extending taget field on the right with zeroes.

A call transfers control unconditionally; we represent a conditional branch by a guarded assignment

to nPC. TheBNE(branch not equal) instruction tests thgzero) bit in the condition codes:
(rtl for conditional branchBNE =

-7 — nPC := target

Again we abstract the computation of the target address relative to the location of the instruction.

2Readers who are familiar with the SPARC architecture must distinguisiviiié status, which is part of the processor
state, from the bit found in the binary representations of most branch instructions. The interpretationaefrthkstatus
is trivial: it tells whether to execute an instruction. The interpretation ofth# is more involved, because there are special
rules for some instructions. We abstract away from these special rules by associating with each ingtrai@mriean
expression; (not necessarily a single bit) that tells the processor whether to annul the instruction’s successor.



2.3 A canonical form of RTLsS

To isolate the part of instruction semantics that is relevant to control flow, we put RTLs into the follow-
ing canonical form:

(RTL for generic instruction)=
by — nPC := target; | annul :=ay | I,

We interpret this form as follows:

b; is a Boolean-valued expression that tells whefhi@ranches. It is aexpressionnot a constant or
a field of the instruction. For non-branching instructidnds false For calls and unconditional
branches); is true. For conditional branches; is some other expression, the value of which
depends on the state of the machine (e.g., on the values of the condition codes).

target; 1S an expression that identifies the target address to whiohy branch. (If; is false target;
is arbitrary.) For calls and PC-relative branchesyet; is a constant that statically identifies a
target address. For indirect branch&syet; may be a more complex expression, e.g., one that
fetches an address stored in a register.

a; is a Boolean-valued expression that tells whethannuls its successor. Likg, it is an expres-
sion; it is not the value of tha bit in an instruction’s representation. For most instructians,
is false For conditional branches; may be more complicated. For example, the SPARE
instruction annuls its successor if thdit is set and if the branch is not taken,gosa A Z.

I. is an RTL that representfss “computational effect.”/. may be empty, or it may contain guarded
assignments that do not changenul, nPC, or PC. Typical RISC instructions change control
flow or perform computation, but not both, $otends to be non-empty only whépanda; are
false On CISC architectures, however, an instruction like “decrement and skip if zero” might
have both non-empty. (the decrement) and a nontrivigl (the test for zero).

An instruction can be expressed in this canonical form if, when executed, it branches to at most one
target.This is true of all instructions on all architectures with which we are familiar, including indirect-
branch instructions (although the valuetafget may be different on different executions of an indirect
branch). We therefore defirg, as follows:

L, ¥ {I € R |30y, target,,ar, I, : R[b; — nPC := target, | annul := a; | 1] = R[I]}.

Here are a few example RTLs in canonical form; SPARC assembly language appears on the left,
RTLs on the right. The mnemonia,a stands for “branch always, annukkKip is the empty RTL.

add rsi, rs2, rd

false— nPC := any | annul := false| $r[rd] := $r[rs1] + $r[rs2]
ba,a addr true — nPC := addr | annul := true | skip
call addr true — nPC := addr | annul := false| $r[15] := PC



2.4 Instruction decoding and execution on two platforms

Given this canonical form for instructions, we represent instruction decoding usstdpading nota-
tion:
(instruction decoding=

let (b — nPC := target; | annul := a; | I.) = src[PC]

in ...

end

Thelet construct bind$;, target;, a;, andi., which together determine the semantics of the instruc-
tion 7 found in the source memoryc. Perhaps unusually, these identifiers are boursyivax(either
expressions or RTLs), not t@lues Thelet-binding represents not only the process of using the binary
representation to identify the instruction and its operands, but also the mapping from that representation
into a register transfer list.

We have chosen a formalism in which an RTL alone is not sufficient to specify the behavior of
a machine when it executes an instruction; we also requirexanution loop The source-machine
execution loop decodes an instruction and executes it as follows:

(Sparc execution logps
fun loop() =
let (b; — nPC := target; | annul := ay | I.) = src[PC]|
in if annul then

[PC :=nPC | nPC := succs(nPC) | annul := fals€]
else if[b;] then

[PC :=nPC | nPC := target; | I. | annul := a;]
else

[PC :=nPC | nPC := succs(nPC) | I. | annul := a]
fi
; loop()

end
We specify the repeated execution of the processor loop as a tail call, rather than as a loop, because that
simplifies the program transformations to follow.

The execution loop is written using a simple imperative metalanguage, the semantics of which
are given in Appendix A. In the body of the paper, we use several notational shortcuts. The most
important of these are the brackéts which represent evaluation of syntax; for exampbe] is short
for eval.(b;), which produces the value of the branch condition (true or false), given the current state of
the machine. The notatidn] is short foreval, (), which changes the state of the machine as specified
by R[r].

The functionsucc, abstracts over the details of identifying the successor instruction on the source
machine;succ; finds the successor on the target machine. In both casasjs computed as part of
instruction decoding.



Our example target, the Pentium, has neither delayed branches nor annulling, so it has a simpler
canonical form and a simpler execution loop. We define the target landydyyeits canonical form:

L, ¥ {I € R|3by, target,, I, : R[b; — PC := target, | I.] = R[]}

This is the target execution loop:

(Pentium execution logge
fun simple() =
let (by — PC := target, | I.) = tgt[PC]
in if [b;] then
[PC := target; | 1]
else
[PC := succ,(PC) | 1]
fi
; simple()
end

2.5 Strategy for translating delayed branches

The problem we are trying to solve is to take a source-machine program whose instructions are in
and to translate it into a target-machine program whose instructions agesnch that when the two
programs are executed by their respective execution loops, the target program simulates the source
program in a way made precise§8.1. Informally, a program is said to simulate another program if it
reproduces the state of the program being simulated after execution of each source instruction.

Both our formalism and the SPARC architecture manual give a clear semantics of delayed branches
in terms of PC, nPC, andannul. It would therefore suffice to create a translation that represented
the sourcePC, nPC, andannul explicitly on the target machine, but such a translation would be very
inefficient. For example, the representatiom@fC' would have to be updated in software after every
execution of a translated instruction. A better idea is to make the values of the JadrcePC,
and annul implicit in the value of the targePPC. How to do this based on the information in the
architecture manual is not immediately obvious, but our semantic framework enables a new technique.
We transformioop, eliminatingnPC and annul wherever possible, so that (almost all &fpp can
be expressed using only theC'. This transformation leads to suitable changes in the sequence of
instructions executed, thus guiding a transformation fremto ¢gt. This latter transformation is an
algorithm for binary translation of delayed branch instructions.



3 Transforming the execution loop

We wish to develop a translation function that we can point at a locatigpc, | and that will produce
suitable instructions at a corresponding target locatigfpc,]. We cannot simply havec, = pc,;
source program counters may not be identical to target program counters, because source and target
instruction sequences may be different sizes. During translation, wedodilehap, a map that relates
program counters on the two machinespgp= codemap(pc;).

We assume that when the source processor starts executing codealt, it is not “in the middle”
of a delayed or annulled branch, or formally,

annul = false A nPC = succs(PC).

We call a statestableif it satisfies this predicate. The processor ABI (application binary interface)
guarantees that the processor will be in a stable state at a program’s start location [Pre93], and procedure
calling conventions guarantee that the processor will be in a stable state at procedure entry points.

We begin our transformation by defining a functignble that can be substituted féwop whenever
annul = false A nPC = succs(PC).

(stable execution logpe
fun stable() =

[annul := false| nPC := succs(PC)];

let (b — nPC := target; | annul := ay | 1.) = src[PC]|

in if annul then

[PC :=nPC | nPC := succs(nPC) | annul := fals€]
else if[b7] then

[PC :=nPC | nPC := target, | I. | annul := as]
else

[PC :=nPC | nPC := succs(nPC) | I, | annul := a/]
fi
; loop()

end
Appendix B lists the transformations used to get from this definition to something muchiikeée.

We do not show every step in the transformationstaf/e. We perform distribution of sequential
composition ovetet, forward substitute assignmentsdonul andnPC, distribute sequential compo-
sition (loop()) over conditional, replac&op() with stable() where possible, and drop the (now dead)
assignments. The resultis

(stable execution lodp-=
fun stable() =

let (b; — nPC := target; | annul := ay | I.) = src[PC]|

in if [b;] then
[PC := succs(PC) | nPC = target, | I. | annul := ag]
; loop ()

else if[a;] then

[PC := succs(PC) | nPC := succs(suces(PC)) | 1. | annul := true]
; loop()



else
[PC := suces(PC) | 1]
; stable()
fi
end

The last arm of th& shows the execution of an instruction that never branches or annuls. It corresponds
to the execution of a similar instruction on thenple target.

The next step is to unfolébop in the first and second arms of tifestatement. In the second arm,
annul is true, so the call tdoop() can be replaced bYC := nPC;nPC = succs(nPC); stable().
The definition ofstable reduces to
(stable execution lodp-=

fun stable() =
let (b; — nPC := target; | annul := ay | I.) = src[PC]|
in if [b;] then
[PC := succs(PC) | nPC := target; | I. | annul := ar];
let (by — nPC := target, | annul := ap | I';) = src[PC]
in if annul then
[PC := nPC | nPC := succs(nPC) | annul := fals€]
else if[by ] then
[PC :=nPC | nPC := target; | I'. | annul := ar]
else
[PC :=nPC | nPC := succs(nPC) | I'. | annul := ar]
fi
; loop ()
end
else if[a;] then
[PC := succs(succs(PC)) | 1]
; stable()
else
[PC := succs(PC) | I]
: stable()
fi
end



Transformation proceeds by combining these two fragments, movirlgtegether, and flatten-
ing the nestedf statements. We then use “The Trick” from partial evaluation [DMP96]: whenever
[ar] is free in a statemertt, we replaceS with if [a;] then S elseS fi. The Trick enables us to replace
several calls tdoop with calls tostable. The result is the followingranslation algorithm

(stable execution lodp-=
fun stable() =
let (by — nPC := target; | annul := ay | 1.) = src[PC]|
(byr — nPC := targety | annul := ap | I'.) = src[succs(PC)]
in if [or] A [ar] then
[L];
[PC := target,]
: stable()
else if[b;] A =[ar] A [br] A Jar] then
[1];
[7c];
[PC := target,]
: stable()
else if[b;] A =[ar] A [br] A —[ar] then
[1];
[PC := target; | nPC := target; | I'. | annul := fals€]
; loop ()
else if[b;] A —=[ar] A =[br] A Jar] then
[1];
[L'c];
[PC := succs(target;)]
; stable()
else if[b;] A =[ar] A =]br] A =[ar] then
[1];
[PC := target; | I';]
; stable()
else if=[bs] A [ar] then
[PC := succs(suces(PC)) | 1]
: stable()
else if=[b;] A —[a,] then
[PC := suces(PC) | 1]
; stable()
fi
end
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This version ofstable suffices to guide the construction of a translator. Considering the cases in
order,

e A branch that annuls the instruction in its delay slot acts just like an ordinary branch on a machine
without delayed branches.

e A branch that does not annul, but that has an annulling branch in its delay slot, acts as if the first
branch never happened, and the second is a non-delaying branch.

e A non-annulling branch with another non-annulling branch in its delay slot is not trivial to trans-
late; this is the one case in which we cannot substittit&le for loop. Interestingly, the MIPS
architecture manual specifies that the machine’s behavior in this case is undefined [Kan88, Ap-
pendix A]. This case requires potentially unbounded unfoldin@@f, which we discuss i§7.

¢ A non-annulling branch with an annulling non-branch in its delay slot acts as a branch to the
successor of the target instruction. (Note that the SPARC architecture has an annulling non-
branch, vizBN,A.)

¢ A non-annulling branch with a non-annulling non-branch in its delay slot has the effect of delay-
ing the branch by one or more cycles. This is the common case.

e An annulling non-branch skips over its successor.

¢ A non-annulling non-branch (i.e., an ordinary computational instruction) simply executes and
advances the program counter to its successor.

3.1 Derivation of a translator
Correctness

To say what it means to have a correct translation, we reason about states, about values of expressions
in states, and about state transitions. Recall that if a machine is in arstaiewrite £[e]o for the
value of expressioain stateo; if executing instruction causes a machine to make a transition from a
states to a new state’, we writeo’ = R[]o.

A translation is correct if execution on the target machine simulates execution on the source ma-
chine. The translator builds a magrom source-machine states to target-machine statasa way
made precise below, this map respects the operation of the machine. In our déesprtial—it is
not defined when the source machine is “about to” execute a delayed branch or annulled instruction.
To be preciseg is defined if€[~annul A nPC = succs(PC)]o.

When referring to states, we use a left superscript of ¢t to designate a state on the source or
target machine. We use subscripts to number states in sequence.

3Technically, the translator establishes not a map but a relation, because more than one target-machine state can be used
to simulate a particular source-machine state. We nevertheless use the famuitation for its readability. When we
write 3a, we really mean “any stater such thato and®s stand in a weak bisimulation relation.” Writing the existential
guantifiers and relations explicitly would obscure the ideas.
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We say the target machisemulateghe source machine if the following condition holds: if we start
the source machine in a stétg), and thdoop function takes it through a sequence of states*o, . . .,
then there is a subsequence of such staigs *oy,, ... such thatoy,, 5oy, , ... is a subsequence of
the states that the target machine goes through when started ifostateso,. Further, each state
*or, I > 0is the state of the source machine after execution of instruétmfrthe program?s, is the
initial state of the program. Informally, although the target machine may go through some intermediate
states that don’t correspond to any execution of the source, and though the source machine may go
through some intermediate states that don’t correspond to any execution of the target, when we remove
those intermediate states, what's left of the executions corresponds one*tdMmsketch a proof in
§6.

Translations of expressions and computational effects

In the RTL framework, the state of the machine is the contents of all the storage locations.ive a na“
translator,- can mostly map locations to locations, without changing values. The exception is the
program counter; its translation must uselemap, so we require€[PCJa = codemap(E[PCo).

Given a map on locations, we can easily extend it to expressionsdikeé;, andtarget;. If e is an
expression, theé[e]a = £[e]o.

We assume that translations can be found for the computational effeetisich do not affect’C,
nPC, or annul. Given an effect/., we write its translatiorl,; in general,l, is a sequence of RTLs,
not exactly one RTL. Any translation is acceptable as long as forocag[I.][c = R[I.]Jo.> We
also assume that, given any conditioand addressarget, we can construct an instruction sequence
implementing — PC := target on the target machine.

Under these assumptions, we analyze source branch conditioasnulment conditions;, and
target addressesrget;, and we show how to construct branch conditions and target addresses for the
target machine. In the process, we build théemap function that takes source program counters to
target program counters.

Structure of the translator

Our translator works with one basic block at a tim@demap must be built incrementally—by the
translator itself—because the only way to know the size of the target basic blocks is to translate the
source basic blocks. The translator maintains a work queue of untranslated blocks, each of which is
represented by @c;,, pc,) pair. pc, is the address of some code on the source machinenay be the
corresponding target-machine address, or more likely a placeholder for a target-machine address, to be
filled in later. (For exampleyc, might be a pointer to a basic block in a control-flow grapfejemap

contains pairs that have already been translated. We use the following auxiliary procedures:

“4In the terminology of [Mil90], the transitions to these intermediate states are “silent.”
SWe extendR to sequences of RTLs using the standard rule for sequential compo®&tjorrs] = R[r2] o R[r1].
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queuweForTranslation(pc,, pc,) Add a pair to the work queue.

codemap(pc,) If a pair (pc,, pc,) is in codemap, returnpe,. Otherwise, lepc, be a fresh
placeholder, ad@c,, pc,) to codemap, and returrpe,. (We usecodemap both
as a function and as a collection of ordered pairs, but these usages are
equivalent.)

emit(pcy, I) Emit target-machine instructiorisat pc,, returning a pointer to the location
following the instructions. If is a sequence of instructions emit(pc,, I)
returns the result of applying.cc, to pc,, n times.

newBlock() Return a pointer to a fresh placeholder.

Placeholders created wittvdemap correspond to basic blocks in the source program. Placeholders
created witmewBlock are artifacts of translation.

The translator loops, removing pairs from the work queue, and catting if those pairs have not
already been translatettuns translates individual basic blocks. If an instruction branches,s calls
queueForTranslation with the target addresses (from source and target machines). If an instruction
flows through to its successaruns calls itself tail-recursivel{. The outline oftrans is

(translaton=
fun trans(pe,, pe,) =
(put (pc,, pc,) in codemap if they are not there already
let I as(b; — nPC := target; | annul := a; | I.) = srelpey)
in caseclass(I) of
(cases for translation of)l
end

4  Application to the SPARC instruction set

To this point, the development of our idea is abstract; it could apply to any machines with and without
delayed branches. The value of our work, however, is that it can be applied to real translators for
real instruction sets. This section applies our formal analysis to the SPARC V8 instruction set, and it
sketches the derivation of a translator. We used this derivation to build the SPARC front end of the
University of Queensland binary translator [CVR99, CVO0O].

4.1 Classification of SPARC instructions

The three properties of instructions that govern the translation of control flow; graust branch,

may branch, may not branch); (must annul, may annul, may not annul), afdget, (Static target,
dynamic target, no target). There are 15 reasonable combinations of these three properties. On the
SPARC architecture, only 9 combinations are used:

5Recursive calls tarans could be replaced by calls ipieueFor Translation. The converse is not true, becausens
would recur forever on loops.
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Instruction b; ar target; I, Class
BA true false static skip SD
BN false false N/A skip NCT
Bcc test..(icc) false static skip SCD
BAA true true static skip SuU
BN,A false true N/A skip SKIP
Bcc,A teste.(icc) —test..(icc) static skip SCDA
CALL true false static $r[15] := PC SD
JMPL true false dynamic $r[rd] := PC DD
RETT true false dynamic (restore state DD
TN false false N/A skip NCT
Ticc teste.(icc) test.(icc)  dynamic (save state  TRAP
TA true true dynamic (savestate =~ TRAP'
NCT false false N/A varies NCT

These combinations enable us to classify instructions. We name 8 of the 9 classes as follows:

NCT  Non-control-transfer instructions (arithmetic, etc.)
DD Dynamic delayed (unconditional)

SD Static delayed (unconditional)

SCD Static conditional delayed

SCDA Static conditional delayed, annulling

SuU Static unconditional (not delayed)

SKIP  Skip successor (implement as static unconditional)
TRAP Trap

Our treatment of trap instructions may be surprising, since the architecture manual presents them
as instructions that set bothC' andnPC. BecausewPC is always set ta°C' + 4 [SPA92,5C.8], we
can model this behavior as settingC' to the address of the trap handler and settingul to true.
Our model introduces a stall before the trap is taken, but no interesting state changes during a stall, so
there is no problem. For simplicity, we put the unconditional tr@@ 4 P’) in the same class as the
conditional traps TRA P). We can’t do this with the branch instructions becausgAfA’'s anomalous
treatment of the bit.

The table exposes a useful property of the SPARC instructiom set;not arbitrary, but is always
given by one of these four possibilities:

a; = false Never annul.

a; = true  Always annul.
a; = by Annul if branch taken.
a; = —b;y  Annul if branch not taken.

Whenever processor designers use this schepman be eliminated at binary-translation time. A more
generaki; would require a second test in the translated code.
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4.2 Translations of SPARC instructions

Deriving a translation function is tedious but straightforward. We start fromthes algorithm in
§3.1, pg 13, and expand it into the following algorithm, parameterized by the class of instructions:

(sparc translatof=
fun trans(pe,, pe,) =
codemap(pc,) = pe,
let I as(by— > nPC := target; | annul := ay | I.) = src[pe,]
in caseclass(I) of
| NCT = nonBranching, nonAnnulling
| SKIP = nonBranching, annulling
| SU = branching, annulling
| SD = branching, nonAnnulling
| DD = branching, nonAnnulling
| SCD = if (b;) then
branching, nonAnnulling
else
nonBranching, nonAnnulling
fi
| SCDA = if (bs) then
branching, nonAnnulling
else
nonBranching, annulling
fi
end
Before we look at individual translations of some of the classes of instructions, we give some exam-
ples in Table 1 of translations of SPARC assembly code into Pentium assembly code, i.e., translations
from a machine that has delayed branches to one that does not have delayed branches. These examples
are shown unoptimized; in some cases, sucheafollowed by moy, it is possible to puf’ beforel,
eliminating significant overhead. This restructuring is not possible in the general case, however, and
particular cases may be best left to a general-purpose optimizer.
We show only a few representative cases of the transformations applied to the skeietcago-
rithm, the complete algorithm is documented in Appendix C. We apply the transformations listed in
Appendix B throughout this process.

Translation of non control transfer instructions

For non-control-transfer instructions, = falseanda; = false i.e., these are non branching, non
annulling instructions, which correspond to the last arm ofth&le algorithm (pg 10). The translation
is

(cases for translation of) =
| NCT = pc, := emit(pc,, I.); trans(sucey(pe,), pe,)
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| class(I) class(I') | SPARC instructions Pentium instructions

NCT any add %il, %i2, %i3 mov eax, SPARCI1
add eax, SPARCI2
mov SPARCI3, eax

SU any ba,a L jmp L
SD NCT ba L nop
add %il, %i2, %i3 mov eax, SPARCI1

add eax, SPARCI2
mov SPARCI3, eax

jmp L
SCD NCT be L nop

mov %01, %02 je BB
: mov eax, SPARCO1
mov SPARCO2, eax

BB: mov eax, SPARCO1
mov SPARCO2, eax

jmp L
SCDA  NCT be,a L nop

mov %01, %02 je BB

BB: mov eax, SPARCO1
mov SPARCO2, eax

jmp L
SD SD ba L1 nop
ba L2 nop
mov 3, %00 mov eax, 2
: jmp L2

L1: mov 2, %00

L2:

SPARC assembly language puts the destination on the right, but Intel assembly language
puts the destination on the left. The SPARC architecture has more registers than the Pen-
tium, so we map onto them memory locati@FARCI1 = %1, SPARCI2 = %2, etc.

The examples wherdass(I) is SCD and SCDA show the samée instruction with and
without the,a suffix (annul when branch not taken).

Table 1: Example translations from SPARC architecture to Pentium architecture
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Translation of static unconditional branch with annul intructions

The static unconditional branch with annul is just like an ordinary branch)j.es,true anda; = true,
which corresponds to the first arm gtible. The translation is

(cases for translation offk-=
| SU = pe, := emit(pc,, PC := codemap(target;));
queueForTranslation(target;, codemap(target;));

Translation of static delayed instructions

The next simplest cases are the static delayéd) €lass, withh; = true anda; = false These instruc-
tions include unconditional branches and calls, and the translation depends on what sort of ingtruction
is found in the delay slot.

(cases for translation of)}-=
| SD =
let (by — nPC := target, | annul == ayp | I';) = sre[suces(pey)]
in caseclass(I") of
(translation cases foelass(I'), where class(l) = SD
end

In the common case, we have a non-control-transfer instruction in the delay slob,withfalse
anda; = false This corresponds to the fifth arm @fuble, which execute$l.|; [PC := target; | I'.].
Sincetarget, is a constant, we can rewrite this@s]; [I'.]; [PC := target,]. The translation is then

(translation cases foelass(I"), where class(l) = SD=
| NCT =

pe, == emit(pey, I,);

pe, = emit(pe,, I'.);

pe, = emit(pe,, PC' = codemap(target;));

queueForTranslation(target;, codemap(target;));
This translation is not sufficient for call instructions, because a called procedure may use the program
counter captured by,, and its use of that program counter is determined by software convention, not
by the semantics of the hardware. On the SPARC architecturés d call instruction, convention says
that translation should resume withuns (suce,(succs(pe,)), pe,), or if the call returns a structure, with

trans(succs(suces(suces(pey))), pey).

Translation of dynamic delayed instructions

The treatment of clas®D (dynamic delayed) branches is similar to that of cl485 except that
the target addresses are computed dynamically. This means that it is not possibleddcuse at
translation time; the translated code might uséemap at run time, or it might call an interpreter or a
dynamic translator.
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Translation of static conditional delayed instructions

The most common class involving dynamic conditions isSb® (static conditional delayed) class, in
which by is dynamic andi; is false Again, the translation depends on what is in the delay slot.

(cases for translation of)}-=
| SCD =
let (by — nPC := target, | annul :=ayp | I';) = sre[suces(pey)]
in caseclass(I") of
(translation cases forlass(I'), where class(l) = SCP
end

The most common delay instruction is a non-control-transfer instruction (81&4%), whereb; =
falseanda; = false In this casestable reduces to

(specialization of stable for SCD with NCT in the delay stot

if [b;] then

[L.];[PC := target; | I'.]; stable()
else

[I.| PC := succs(PC)]; stable()
fi

Becausd, does not affecPC, we transformstable as follows’
(transformed specialization of stable for SCD with NCT in the delay=slot

[L];
if [b;] then

[PC := target, | I'.]
else

PC := succs(PC);
fi
; stable()

"We have the alternative of unfolding the callsi@ble in theelsebranch and moving both. andI’. ahead of thé. This
transformation leads to a translation in whi¢h moves ahead of the branch, aHds successor follows the branch. Epoxie
and Noxie use this translation [Wal92]. The problem is that, if the branch condititests condition codes, ardd. sets
condition codes, it will be necessary to save and restore the condition codes in order to get the correct branch instruction. It
is much simpler to mové'.. into a new block, which the optimizer can sometimes eliminate.
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In general, no single target instruction impleme®€’ := target; | I'.], SO we rewrite it into the

sequencd!’.]; [PC := target,;], and we put this sequence into a new “trampoline” basic blgck
stable becomes

(final specialization of stable for SCD with NCT in the delay )stot

[L];
if [b;] then
PC = bb;
else
PC := succs(PC);
fi
: stable()

which we translate using an ordinary branch instruction:
(translation cases foelass(I"), where class(l) = SCl=
| NCT =

local bb := newBlock();

pe, = emit(pe,, I,);

pe, := emit(pc,, by — PC := bb);

bb := emit(bb, I'.);

bb := emit(bb, PC := codemap(target;));

queueForTranslation(target ;, codemap(target;));

trans(succs(pey)), pey);

Translation of static conditional delayed annulling instructions

The cases for clasSCDA(static delayed branches that annul when not taken) are similar to those of
classSCD For example, whe§CDA is followed by NCT, b; is dynamic,a; = —b;, andby = ap =
false stable reduces to:

(specialization of stable for SCDA with NCT in the delay stot
[[[0]]§
if [b;] then
[ ];
[PC := target,]
else
PC := succg(suces(PC));
fi
: stable()

The translation is like that of clas&’D, creating a new basic block, but the recursive call is
trans(succs(suces(pey)), pe,), SO translation resumedter the delay slot instead @it the delay slot.
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The most difficult cases arise when the instruction in the delay slot of a b/asanother delayed
branch instruction’. These cases multiply like rabbits. We show just one, but it is almost useful;
putting an unconditionab’D branch in the delay slot of another unconditiodd!) branch makes it
possible to execute a single non-branchi@T" instruction “out of line.” (To make the case truly
useful, the target of the first branch should be computed dynamically, but this change would complicate
the exposition significantly.)

When SD is in SD’s delay slot,b;; = true anda; = false, andstable reduces to the following
code.

(specialization of stable for SD with SD in the delay sot
[L];
[PC := target; | nPC := target; | I'. | annul = fals€]
; loop()

We unfold the call tdoop and substitute forward foPC, nPC, andannul. Removing dead assign-
ments leaves

(transformed specialization of stable for SD with SD in the delayslot
[L];
[2c];
let (b;» — nPC := target;, | annul := ap | I".) = sre[[target ]|
in if [b;/] then
[PC := target, | nPC := target;, | I". | annul := ap]
else
[PC := target; | nPC := succg(targety) | I". | annul := apr]
fi
; loop ()
end

We can now movéoop () inside the conditional, convert it t&table() in one branch, unfold, etc.
We wind up with 4 cases based on the valuegagf] and[b;~]. Because is a static branch, the
value of [target,] is independent of the state of the machine, so we canIfirehd the expressions
[a;] and[b;/] statically. The simplest case is one in whiEhnever branchesNCT), i.e., where
by = falseanda;» = false This case reduces to

(further specialization of stable for SD with SD in the delay slot (class(I")=N&T)
[[[0]]§
']
[PC := target, | I".]
; stable()

As before, becausE is static, we can rewritePC := target, | I".] as the sequendd”.]; [PC :=
target ], and we read off the following translation:

(translation cases foelass(I"), where class(l) = SD and class(l’) = SE:
| NCT =
pe, .= emit(pc,, I.);
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pe, = emit(pe,, I'.);

pe, == emit(pey, I",);

pe, == emit(pe,, PC := codemap(target;.));

queuweForTranslation(target ;,, codemap(target));
Since on the SPARC architectufeand!’. are no-ops, the translation executes the effedt’pthen
branches tdarget ;,, as shown in the last example in Table 1. The instruction in the delay st of
(mov 3, %00 in Table 1) is not executed.

Refer to Appendix C for a complete description of the SPARC V8 translation algorithm.

4.3 Simplified translation of many branch instructions

When translating a branch with a non-branch in the delay slot, our method can be reduced to a simple
strategy: rewrite the branch as a non-delayed branch, and push the delay instruction to the destination
address, the fall-through address, neither, or both, according to the table below.

a;r = by Push the delay instruction to the fall-through address.
a; = —=b;  Push the delay instruction to the destination address.
a; = false Push the delay instruction to both addresses.

a; = true Discard the delay instruction.

To push the delay instruction to the destination address, we create a new “trampoline” basic block,
which avoids problems in case other branches also flow to the same address.

The third, fourth, and fifth examples in Table 1 show how this strategy is applied to the unconditional
(SD), conditional 6CD), and conditional annulledSCDA branches on the SPARC architecture. On
the MIPS, programmers may not put branches in delay slots [Kan88, Appendix A};;ardfalse
always, so a single instance of this strategy applies to every branch instruction [SW93].

5 Application to the PA-RISC instruction set

The PA-RISC architecture’s concept of delayed branches is the same as that of the SPARC architecture;
however, the notation used in the architectural manual is fairly different at first glance. Any transfer of
control instruction is delayed, the instruction following the control transfer instructiordé@te slot
instruction) is executed before control reaches the target of the branching instruction.

Execution of the delay slot instruction is optional; this is determined by the “nullify” bit in the
branch instruction [Pac94]. The concept of the nullify bit is modelled in our system by the annul state.

5.1 Modelling PA-RISC instruction address queues

The PA-RISC processor’s documentation describes an instruction address (IA) queue for handling of
the address of the instruction to be executed next. There are three elements in the IA quéwenthe
_Back and theNext elements. TheFront element is the address of the instruction to be executed, i.e.,
this is equivalent to the Program Counté&{) in our model. TheBack element holds the address of

the next instruction (after the one &ront). This element is equivalent to ouPC state, before the

nPC is modified by the execution of the instruction at PC. TNext element is only used in control
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transfer instructions and refers to the address of the next PC after execution of the control transfer
instruction, i.e., it is the new value of nPC aft®&ack is updated.

There are two address queues: one for offsets within a given space, and one for different spaces.
The former is called the Instruction Address Offset Queue (IAOQ) and the latter the Instruction Ad-
dress Space Queue (IASQ). An address in the PA-RISC is determined by the combination of a given
space address and the offset address. The combined &&®Q and IAOQFront elements provide
the virtual address of the current executing instruction, whereas the_ B&&® and IAOQBack pro-
vides the virtual address of the following instruction that will be executed (see PA-RISC architecture
manual [Pac94] at page 4-11).

Instruction Address Offset Queue (IAOQ)
IAOQ_Front< —— TAOQ_Back;
IAOQ_Back < —— IAOQ_Next;
if (taken branch)

IAOQ_Next < —— Branch target offset
else

IAOQ_Next< —— IAOQ_Back + 4;

Instruction Address Space Queue (IASQ)
[ASQ_Front< —— IASQ_Back;
IASQ_Back< —— IASQ_Next;
if (BE or BLE)

IASQ_Next < —— Branch target space ID);

else

IASQ_Next < —— IASQ_Back;

Figure 1. Updating Instruction Address Queues in the PA-RISC Architecture

For illustration purposes, we have reproduced Figure 4-3 of the PA-RISC architecture manual
[Pac94], pg 4-12, in Figure 1. This figure describes the changes of state of the IA queues during
control transfer instruction execution. Conceptually, the offset and space queues provide one address,
and the 3 different addresses being stored in the 1A queues expose a temporary address that is stored in
the physical queue. In our system, we model two states; the address of the current instruction (PC) and
that of the next instruction to be executed (nPC). These two states are equivalent to storing the three
different values in the following algorithm:

if (taken branch)

nPC <-- Branch target offset;
else

nPC <-- nPC + 4;

In other words, there are two values for nPC in the previous algorithm; the initial nPC value and

the new nPC value; these are equivalent to_thiext and_Back values in the PA-RISC notation. We
therefore model these IA queues using our PC and nPC state variables.
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5.2 Classification of PA-RISC instructions

PA-RISC has several types of control transfer instructions, commonly referred to as branching instruc-
tions in the PA-RISC architecture documentation [Pac94]. Branching instructions are either uncondi-
tional or conditional. Unconditional instructions are local or external. Conditional instructions can only
be local. Figure 2 enumerates the different types of branching instructions.

| Branching Instructions |

Unconditional
Local External| Conditional
MOVB, MOVIB BL BE
COMPBXx, COMPIBx| GATE BLE
ADDBX, ADDIBX BLR
BB, BBV BV

Figure 2: Classification of PA-RISC Control Transfer Instructions

We briefly describe the instructions of Figure 2. The unconditional branching instructions are calls
or jumps; these ardL is the branch and link (call) instructio®ATEis the gateway instruction (a call
that changes priviledge leveBLRis the branch and link register instructid is the branch vectored
instruction,BE is the branch external instruction, aBdE is the branch and link external instruction.
Conditional branching instructions are the ones denoted by ahthe prefix to the instruction name
(e.qg.,ADDBY. Such instructions take two forms, and branch on the result of the operation being true
or branch on false. The operation per se is part of the instruction, and are as falOMPBxdoes
a compare instruction and then branches on true or fel€8/PIBxdoes a compare immediate and
branches on true or falsapDBxdoes an add and branches on the result of that add being true or false,
andADDIBx does and add immediate and branches on true or falseBBestruction branches on
bit and theBBVbranches on variable bit.

Conditional branching instructions effectively perform the semantics of a non-control transfer in-
struction (move, compare, or add) and then perform a branch based on a condition sometimes de-
termined by the instruction being executed (move, compare, or add). We model these conditional
instructions in the following way:

(conditional branching modgE

src|PC| = (I.; Beondz)
wherex can be true or false. That is, a conditional branching instruction is a compound instruction
which can be modelled as two separate instructions, one performing computation and the next per-
forming the branch. We use tligzondx notation to refer to any such conditional branch (on true or
false) derived from a conditional branching instruction.

We now classify the PA-RISC V1.1 architecture instructions based on our variahlédsaust
branch, may branch, may not branch),(must annul, may annul, may not annul), adget ; (Static
target, dynamic target, no target). This classification leads to 9 combinations on the PA-RISC:
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Instruction b; ar target; I, Class
BL true false static $r(t] ;= nPC + 4 SD
GATE true false static (change priviledge levgl SD
BLR true false dynamic $r[t] := nPC + 4 DD
BV true false dynamic skip DD
BL,n true true static $r[t] := nPC + 4 SuU
GATE,n true true static (change priviledge leviel SU
BLR,n true true dynamic $r[t] := nPC + 4 DU
BV,n true true dynamic skip DU
BE true false static (change spage SD
BE,n true true static (change spage SuU
BLE true false static $r[31] := nPC + 4 SD
(change space
BLE,n true true static $r[31] := nPC + 4 SuU
(change space
BcondT test(cond)  false static skip SCD
BcondT.,n test(cond)  test(cond)  static skip SCDA-
BcondT.,n test(cond)  —test(cond) static skip SCDA
BcondF —test(cond) false static skip SCD
Bcondk.,n  —test(cond) —test(cond) static skip SCDA-
BcondF.,n —test(cond) test(cond)  static skip SCDA
NCT false false N/A (varieg NCT
NCTcond false test(cond)  NIA (varieg NCTA

The 9 classes are as follows:

SD Static delayed (unconditional)

DD Dynamic delayed (unconditional)

SuU Static unconditional (not delayed)

DU Dynamic unconditional (not delayed)

SCD Static conditional delayed

SCDA  Static conditional delayed, annulling

SCDA-. Static conditional delayed, annulling ondisplacement
NCT Non-control-transfer instructions (arithmetic, etc.)
NCTA  Non-control-transfer, annulling

Note that compound trap instructions such as “add and trap on overflow” were not modelled in this
study. In practice, these instructions behave in a similar way to the SPARC V8 TRAP class. Therefore,
in the PA-RISC architecture, the SPARC SKIP class is not present, and in the SPARC architecture, the
DU, SCDA- and NCTA classes are not present.

5.3 Derivation of a translator

We derived a translator in the same way that the SPARC translator was dedvell (The complete
set of transformations and final algorithm are documented in Appendix D.
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6 Proving correctness

We prove correctness of translation by reasoning about transitions from states to states. As noted in
§3.1, we want to show that running the translated code results in an execution on the target machine
that simulates the original execution on the source machine. Formally, if we start the source machine
in a state’o,, and theloop function takes it through a sequence of stdtes o, ..., then there is a
subsequence of such states,, ‘o, , . .. such thatoy,, oy, ... is a subsequence of the states that the
target machine goes through when started in $tate= o,. Each statéo;, I > 0 is the state of the
source machine after execution of instructioof the program.

The result desired follows directly from thigansition theoremIf o, is a source-machine state
such that

1. E]annul = false A nPC = succs(PC)|° 0,
2. there is a corresponding target-machine state= ,,, and
3. trans has been called with argumerg PC]*c,,, E[PC|'0,),

then there is an such that in; steps, the source machine reaches a stgig; that also satisfies
Eannul = falseA nPC = succs(PC)]°0om+i. AlSO, there is g such that iry steps, the target machine
reaches a state,,; = *0,,.;, and furthermore (a) > 0 or j > 0 and (b)trans has been called with
argument§E[PCI oy, E[PC) o).

We prove the transition theorem by case analysis on the classes of the instructions located at
src[PC]. We assume that the translations of expressions and computational effects, whatever they
are, satisfy the following identities:

Elelo = 5[[6]]2

RllJo = RIL]o

Because of condition 1, we can substitst@b/e for loop, SO we can apply our transformed version
of stable, which assigns directly t&¢C. We assume that all mappingssecodemago map the source
program counter to the target program counter. To translate a branch, we therefore write

R[PC := target]oc =substsd®o
— Substﬂemap(target)_

o
— Subst;ogemap(target)ﬁ
=R[PC := codemap(target)|c (%)

The simplest case in the proof of the transition theorem is a non-control-transfer instrin@idh (
The canonical form of such an instruction is

false— nPC := any | annul := false| I..

The action ofstable on this form iSR[PC := succs(PC) | I.]. I.leaves the program counter un-
changed, so we rewrite this &{1.; PC := succ,(PC)]. The binary translation has the forfn which
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may be a sequence ginstructions. Thereforg applications Ofszmple or equivalently, state transi-
tions on the target machine, have the effed®éf,; PC := succ\’) (PC)]. Given‘s,, and'c,, satisfying
the hypotheses of the transition theorem, after one step, the source machine reaches the state

*0mi1 = R[PC := succs(PO)|(R[I] om)-
After j steps, the target machine reaches a state

o, = R[PC := succ%j)(PC)]](R[[
R[PC := succ%j)(PC)]](R[[
= R[PC := succ? (PC)|(R[I.] om)

Fromtrans, codemap(succs(pe,)) = suce )(pct) so by(x)

o = R[PC := succs(PC)|(R]I]*0m)

- 50m+1

Thus, after one step on the source arateps on the target, we again reach a pair of states satisfying
the conditions of the transition theorem.

As another example, consider an instruction of cl&é§® with an instruction of clas&/CT in the
delay slot. If the source machine begins in stateafter 1 or 2 steps it reaches stét& where

s’ =if E[b;](R[1.])*o) then (R[PC := target,;] o R[I'.] o R[I.])*c
else(R[PC := succs(PC)] o R[I.])%c fi

If the target machine begins in stdte= %o, it reaches state’, where

to! = if £[b;](R[I.]Jo) then
| (R[PC := codemap(target;)] o R[I'.] o R[PC := bb] o R[I.])%c
else
(R[PC := succy(PC)] o R[I.])%0 fi

BecauseR[PC :=t,] o R[PC :=t,] = R[PC :=t,], and becaus®[I’.] commutes with assign-
ments toPC, it is easy to show thdt’ = so’
The other cases for translation can be proved correct in similar fashion.

7 EXxperience

We have used translators for delayed branches in two tools: a binary translator [CVR99, CV00] and
a decompiler [CSF98]. In both tools, we translate machine instructions into a machine-independent
intermediate formwithout delayed branches. The binary translator uses this form to generate target
code, applying standard optimization techniques. The decompiler analyzes the intermediate form to
recover high-level information like structured control flow.
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Many problems of binary translation are beyond the scope of this paper.

e Our translator does not guarantee that the source and target codes have the same atomicity proper-
ties; providing atomic three-address operations on a two-address machine would be prohibitively
expensive.

¢ Self-modifying code and dynamic code generation can be handled either by resorting to interpre-
tation or by invoking the translator dynamically.

¢ Different machines use different representations of condition codes, amnkanaaislation would
emulate source-machine condition codes in a target-machine register. This emulation may be
necessary in some cases (e.g., when a Pentium program depends on the value of the “parity of
the least-significant byte” bit), but in common cases, one definition of condition codes reaches
one use (in a conditional branch), and the source-machine condition code can be eliminated by
forward substitution. This has been implemented in the binary translator system.

e The CPU model used in this paper models hardware exceptions as assignment to a special “ex-
ception location.” This model is suitable only for a machine with precise exceptions. It is an
open question whether a similar formalism could help derive a translation between machines
with precise and imprecise exceptions.

Our first attempt at translating delayed branches was based on a case analysis of the SPARC'’s
architecture manual. This analysis created an extra basic block for every delayed instruction that needed
to be executed along any given path. More seriously, the analysis did not cover all cases, as there were
many combinations whose meaning was not clear from a direct reading of the manual. It was difficult
even to characterize the set of binary codes that could be analyzed. These difficulties motivated the
work presented here.

We have replaced our first attempt with a new implementation based on the method described in this
paper. The new implementation is used in both tools. The advantages of the new method are three-fold:
it can handle any branch in a delay slot, even if the target is a branch; it generates better intermediate
code than before; and we recover control-flow graphs with fewer basic blocks.

All the transformations discussed in this paper were done by hand. We investigated formal methods
tools that might have helped us transfostable, but we were left with the impression that this is still a
research problem [Sha96], and it was easy enough to transfatia by hand. By contrast, it would be
very useful to automate the derivation of the translator fesahle and the discovery of the translations
of thea;’s, b;’s, andl.’s. This work is not intellectually demanding, but it is tedious because there are
many cases.

Our implementation includes simple optimizations not mentioned above. For example, we do not
create thenop instructions shown in Table 1 whelp is skip. There are also many cases in which
further transformation oftable can show that it is not necessary to create new basic blocks.

To test the correctness of our implementation, we developed a test suite that includes not only
standard programs but also artificial programs with different kinds of branches in delay slots. We
manually checked that the intermediate forms and control-flow graphs derived from the translation were
correct at each relevant basic block. We also executed test cases on both source and target machines, to
make sure the proper effects were executed in both source and target codes.
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As presented in this paper, a branch in a delay slot requires a recursive kal toot to stable.
Most cases, including all those shown in the SPARC architecture manual, can be handled by an addi-
tional unfolding ofloop, which we have done in our implementation. The unfolding game can go on
indefinitely; no matter how many times we unfdtep, a single recursive call thop remains, and it is
always possible to write a program whose interpretation reaches this recursive call. Because a program
that does this indefinitely is not useful (it does nothing but jump from one branch to another, never ex-
ecuting a computational instruction), we do not unfold beyond what is shown in this paper. This level
of unfolding handles the case of two branch instructibnand,, wherel; is in I;’s delay slot. If the
target of/; is also a branch instruction, our system currently rejects the code. A fall back interpreter or
a fallback translation algorithm that takes bethC' and PC' as parameters is needed for completeness.
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A Formal models

This appendix provides formal semantics for the RTLs and the metalanguage used in the body of the
paper. We use a “core” metalanguage that is simpler than what is used in the body. Here is its grammar;
the “{brace$” are EBNF meta-notation for sequences. statement

program=- {fun function-nameg) = statement

statement> statementstatement
| eval,(rtl)
| if meta-exghen statemenelsestatemenfi
| let (rtl) = memory|ezp] in statemenend
| function-name)

meta-exp= eval.(exp
| — meta-exp
| meta-exp\ meta-exp

The program fragments used in the paper should be rewritten into the simpler core using the following
rules:

The expressioff] is short foreval, (e).

The statemert-] is short foreval, (r).

An if statement usingiseif is short for nested statements.

A let binding multiple RTLs is short for nestéet bindings (as in ML).

We present the semantic rules in three layers: expressions, which map states to values; RTLs,
which map states to states; and statements, which map continuations to continuations. To simplify the
semantic equations, we use a revised grammar for RTLs. explist

rtl = exp, — location:= ezp,. | rtl
rtl = location:= exp, | rtl

rtl =

rtl = name

exp=- constant
| location
| expoperatorexp
| operator( explist)
| name

explist= exp, explist

In the right-hand sides fatl, the vertical baf is the RTL parallel-composition operator; elsewhere, it
is the EBNF metasymbol for alternatives.
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To define denotations, we begin with domamss (bit vectors),Bool (Booleans), and an unspeci-
fied domainL of locations. We construct domains for values and states.

V' = Bits + Bool (values)
L (locations)
o:x = L=V (StateS)

Thelet construct in our metalanguage binds names to RTLs and expressions. The body of the paper
does not say how to give meanings to such names; this appendix uses environments. Making environ-
ments explicit adds precision but also detail; the detail would be distracting in the body of the paper.

p: Env, = name— exp + rtl (RTL environments)

The environmenp is unusual because the denotations of namesyarex not values.

We assume that the denotations of constants, operators, and locations are given by fdhoflons
andL. We provide semantic equations for expressions. We use “cons” and “nil,” writteartd “[]”,
to construct lists. The denotation functions have the following types:

N : constants V

O : operator— V list =V

L : location — Env, — X — L
E: exp— Env, Y >V
EL . exp list — Env, — X — V list

Here are the semantic equations definfngn expressions antl on lists of expressions.

E[constarifpo = N[constarit

E[location] po = o(L[location]po)

E|exp, operatorezp,|pc = O[operato}(Eexp,|po :: E[expy]po ::])
E|operatotexplist)|pc = O[operato}(EL|explist]po)

E[namépo = &(p(hame)po

EL[exp, explist] po = Elexp]po :: EL[explist] po

EL[1po =

As noted above, names denote syntax, which is unusual.
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The semantics of RTLs are slightly more complicated than one might expect, because an RTL
represents a multiple, simultaneous assignment. The key is the auxiliary fubic{fapdate”), which
computes the values of all the guards, locations and right-hand sidesturns a function, which
performs those assignments that are called for by the values of the guards. The denotation/Rinction
usesyd to compute this function, then applies the function to the current stat&/e use fipds”
to update a state and polymorphié¢™to choose between states. Here are the types of the relevant
functions.

R: rtl— Env, - X — X

U: rtl— Env, -3 =X — X
upds: ¥ > L—-V =%
if: Va.V - ¥ 5 a—a«
The following definition ofi/ ignores a subtlety; properly speaking, an RTL should not have a de-
notation if the same location appears on more than one left-hand side. In our definition, the leftmost
assignment takes priority. This simplification is warranted because it enables us to avoid putting er-

ror values in our domains, but readers should take care not to use transformations whose correctness
depends on the order in which “simultaneous” assignments take place!

Ullocation := exp | rtllpc = Io'.upds(U[rtl]poc’)(L[location]po)(Eexp]po)

Ulexp, — location := exp, | rtl]po =
if (E[exp,]po) (Ao’ apdsU[rtl]poo’)(L]location] po)(E[exp,]po)) (U] rtl]po)

Ul po = Moo
U[namépo = U(p(name)po
R[rtl]po = U[rtl]poo

Next, we present the semantics of statements. We use a continuation semantics in which the answers
are sequences of states; these are the sequences uged Statements also require an additional
environmenpy, which is used to give meanings to function calls. Our functions are parameterless, and
the denotation of a function is the same as the denotation of a statement: a function from continuations
to continuations.

C=Y— A (continuations)
A=Y list (answers)
py: Envy = name— C — C (function environments)

S : statement — Envy — Env, — C — C
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The most important semantic equation is the one#ot,; evaluating an RTL adds a state to the answer.
Since our interpreters don't halt, it doesn’t really matter if we add the pre-state or the post-state; we've
chosen the pre-state because it is simpler. The other semantic equations are more or less standard.

Sleval,.(rtl)]psp-0 = Moo 0(R[rtl]p0)
S[statementy; statements]prpf = S[statement,]prp.(S[statements]psp,0)

S[if exp then statement, elsestatements fi]ph =
Ao if (E]exp]pro)(S[statement | psp,00)(S[statements]psp.bo)
Sllet (rtl) = memoryexp] in statement end|pyp,0 =
Ao.S[statement]ps(decode(E[exp]pro)ortl p,)bo

S[function-namé)]psp,0 = psfunction-namé
Thedecode function in the rule fotet binding hides substantial work. When applied as in
decode addr o rtl p,,

the decode function performs the following computations:

1. It examines the machine statelooking at the contents of memory at addregsr in that state.
Using the machine-dependent rules for binary representations of machine instructions, and the
machine-dependent meanings of those instructions, it comput&s— 3, a representation of
the semantics of the machine instruction located at addréss

2. It identifies the free variables ofl, and it chooses bindings for those variables such that given
those bindings, the denotationmif is I.

3. Finally, it adds those bindings to environmentand returns the new environment.

The only remaining semantic equation is the equation for function definitions. A function definition
adds another function to the environment This equation requires a fixed-point computation to
compute the new environmeplt because functions may call themselves recursively.

/

D[fun name() = statement]p; = p
wherep' = upde(py, name, S[statement]p’ (Az.L))

Here,(A\z. L) is the empty RTL environment, anghde adds a binding to an environment.

Given a machine state), which determines a binary program and a program counter, the sequence
of states produced by the execution of that programy is(\o._L)oy, wherei is the name of the in-
terpreter {oop or simple), andp; is the environment produced by processing the definitions of the
interpreters. If the interpreter runs forever without halting, the usual least-fixed-point calculation pro-
duces an infinite list of states.
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B Transformations

This appendix lists the transformations used in the body of the paper. This list should make it easier
for readers to verify the soundness of our transformations. It may also help readers judge how difficult
it would be to automate the transformations. Our purpose is to build readers’ intuitions; hence, we do
not attempt to be completely precise and formal.

e Commutativity of simultaneous composition.
S|T=T]|S,

providedS andT have disjoint locations on their left-hand sides. This should be the case for all
RTLs of interest.

e Associativity of sequential composition.

S;(T;V)y=(S;T);,V=5,T;,V

e Converting simultaneous composition to sequential composition.
S|T=S;T,

provided no location on any left-hand side®fppears in a guard or a right-hand-sidgofin
other words, if the locations changed Bydon't affect the values computed Gy, S and7 can
be performed in sequence, rather than in parallel.

This transformation changes the answer produced by a program; it introduces a new intermediate
state. Introducing a finite number of such states is harmless, as it doesn’t prevent us from proving
the transition lemma. Introducing such new states may be necessary when the target machine’s
instruction set does not contain the source machine’s instruction set; this is the rule that enables us
to use asequencef target-machine instructions to translateigglesource-machine instruction.

¢ Distribution of sequential composition over conditional.
if Pthen S, elseS, fi; S; = if P then S;; S5 elseSy; S; fi

We can move a trailing statement inside a conditional, provided we replicate it on both branches.
There is a slightly more restrictive rule for moving leading statements inside conditionals.

St if Pthen S, elseSs fi = if P then S;; 55 elseSy; Ss fi,
provided no location modified by, is read byP.

e Distribution of sequential composition oviat. We can move a leading statement insldg
provided there’s no clash of bound variables.

Si;let Bin S, end=let Bin Sy; S, end,

provided no name free ifi; is bound inB. There is a similar rule for trailing statements.
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¢ Alpha-conversion ofet. Givenlet B in S end, we can rename bound variablesBrandS.

e “The Trick” on Booleans.
S = if Pthen S elseS

e Constant folding.We patrtially evaluate with respect to constants as needed. For example,
[true] then S, elseS, fi = S;.

e Dead-code eliminationAssignments to locations that are never read can be eliminated.

e Forward substitution (assignmentf.exactly one write to a location reaches a read of that loca-
tion, we can substitute the expression written for the read from the location.

e Forward substitution (conditional)Given a statemernt P then S; elseS; fi, we may substitute
[true] for P in Sy, and[fals€] for P in S,, provided no conflicting change of state intervenes.

e Introduce assignmentlf we know the value of a particular location at a particular program
point, we can introduce a redundant assignment to that location. For example, we can introduce
annul := annul.

e Function inlining.
name() = S, providedp;(name) = S

This rule, together with the preceding two rules, enables us to replace some dadls taith
calls tostable.

In deriving a translator, we introducecasestatement, to which we have applied the following
transformation.

¢ Interchanging the order of tests in d@nstatement and aasestatementThe order of tests of an
if statement and easestatement that is nested within tiestatement can be interchanged by
distributing one over all of the arms of the other.

if Pthen

caseF of

| By = 5 caserF of

e | E; = if Pthen S, elses., fi

| E,=— S5, = ...

end | E, = if P then S, elseS, fi
else end

Se

fi
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C Complete SPARC V8 translation algorithm

We document the full SPARC V8 algorithm after applying transformations as descriljé®@inNote
that for the cases wheteop () is derived, we emit annroll loop(pc,nPC) call as per suggested
in §7.

(final sparc translatoy=
fun trans(pc,, pc,) =
codemap(pc,) = pe,
let I as(b;— > nPC := target; | annul := ay | I.) = src[pe,]
in caseclass(I) of
| NCT = / * =brand—ay * /
pe, == emit(pey, I,);
trans(succs(pey), pe,)

| SKIP == / x =brandar * /
pe, = emit(pey, 1.);
trans(succs(suces(pey)), pe,)

| SU = / x byanday * /
pe, = emit(pe,, I.);
pe, = emit(pe,, PC := codemap(target;));
queueForTranslation(target;, codemap(target;))

| SD = / * brand—ar * /
| DD = / * byand—ay = /
let I' as(by— > nPC := targety | annul := ap | I'.) = sre[suces(pey)]
in caseclass(I") of
| NCT = / x —bpand—ap * /
pe, = emit(pey, I.);
pe, = emit(pe,, I'e);
pc, = emit(pe,, PC := codemap(target;));
queueForTranslation(target;, codemap(target;));

| SKIP = | * —bpanday * /
pe, = emit(pey, 1.);
pe, == emit(pe,, I'.);
pe, = emit(pe,, PC := codemap(succs(target;)));
queueForTranslation(succ,(target ), codemap(suces(target;)));

| SU :>/*bpcmdap */
pey = emit(pct,g;

pe, = emit(pey, I'e);
pc, = emit(pe,, PC := codemap(target,));
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queueForTranslation(target;, codemap(target;));

| SD =

| DD = / * bpand—ap * /
pe, = emit(pey, I.);
unrollloop(pcy, nPC)/ x I" % /

| SCD = / xbpand—ay x /] * =bpand—ap * /
local bb := newBlock();
pe, = emit(pe,, I.);
pe, := emit(pe,, by — > PC = bb);
bb := emit(bb, "unroll loop(pc_s, nPC)" )
pe, == emit(pe,, I',);
pe, = emit(pe,, PC = codemap(target;));
queuweForTranslation(target ;, codemap(target;));

| SCDA = [ x bpand—ap * // x =bpandayp * /
local bb := newBlock();
pe, == emit(pc,, I.);
pe, i= emit(pey, by — > PC = bb);
bb := emit(bb, "unroll loop(pc_s, nPC)" )
pe, == emit(pe,, I',);
pc, = emit(pe,, PC := codemap(succs(target;)));
queueForTranslation(succ,(target ), codemap(suces(target;)));

| SCD = / x brand—ay * /
let I' as(by— > nPC := targety | annul :== ap | I'.) = sre[suces(pey)]
in caseclass(I") of
| NCT = / * (=bprand—arp)or(—=brand—ay) * /
local bb := newBlock();
pe, = emit(pe,, I.);
pe, := emit(pe,, bj— > PC = bb);
bb := emit(bb, I'.);
bb := emit(bb, PC := codemap(target;));
queuweForTranslation(target ;, codemap(target;))
trans(succs(pey), pe,)

| SKIP = / * =bpandap or—brand—ay * /
local bb := newBlock();
pe, == emit(pc,, I.);
pe, := emit(pey, bj— > PC = bb);
bb := emit(bb, I'.);
bb := emit(bb, PC := codemap(succs(target;)));
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queueForTranslation(succs(target ), codemap(suces(target;)))

trans(succs(pey), pe,)

| SU = / x bpandayp or—brand—ay * /
local bb := newBlock();
pe, == emit(pe,, I.);
pe, == emit(pc,, by— > PC = bb);
bb := emit(bb, I'.);
bb := emit(bb, PC' := codemap(target));
queuweForTranslation(target ;,, codemap(target;))
trans(succs(pey), pe,)

| SD =
| DD = / * by and—ap or—brand—ay * /
local bb := newBlock();
pe, = emit(pe,, I.);
pe, == emit(pc,, by— > PC = bb);
bb := emit(bb, "unroll loop(pc_s, nPC)"
trans(succs(pey), pey)

| SCD = / x byrand—ap or—brand—ar x /
/ * —bpand—ap * /
local bb := newBlock();
local bb" := newBlock();
pe, = emit(pey, I.);
pe, := emit(pe,, bj— > PC = bb);
bb = emit (bb, by — > PC := bb);
bb' := emit(bd', "unroll loop(pc_s, nPC)"
bb := emit(bb, I'.);
bb := emit(bb, PC' := codemap(target;));
queuweForTranslation(target ;, codemap(target;))
trans(succs(pey), pe,)

| SCDA = [ x bprand—ayp x|
/ * —bpandap * /
/ * —brand—a; * /
local bb := newBlock();
local bb" := newBlock();
pe, == emit(pe,, I.);
pe, := emit(pey, bj— > PC = bb);
pe, i= emit(pey, by — > PC = bb');
bb' := emit(bd’, "unroll loop(pc_s, nPC)
bb := emit(bb, I'.);
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bb := emit(bb, PC := codemap(succ,(target;)));
queueForTranslation(succs(target ), codemap(succs(target;)));
trans(succs(pey), pe,)

end

| SCDA = / x byand—ay * /
let I' as(by— > nPC := targety | annul :== ap | I'.) = sre[suces(pey)]
in caseclass(I") of
| NCT = / x =bpand—ap * [/ x =branday * /
local bb := newBlock();

pe, = emit(pe,, I.);

pe, == emit(pc,, by— > PC = bb);

bb := emit(bb, I'.);

bb := emit(bb, PC' := codemap(target;));
queuweForTranslation(target ;, codemap(target;));
trans(succs(suces(pey)), pe,)

| SKIP = | * =bpandap * // * =brandar * /
local bb := newBlock();
pe, = emit(pey, I.);
pe, := emit(bj— > PC := bb);
bb := emit(bb, I'.);
bb := emit(bb, PC := codemap(succs(target;)));
queueForTranslation(succ,(target ), codemap(suces(target;)));
trans(succs(suces(pey)), pey)

| SU =/ xbpandap * // * —~branday * /
local bb := newBlock();
pe, == emit(pe,, I.);
pe, = emit(pey, bb);
bb := emit(bb, I'.);
bb := emit(bb, PC' := codemap(targety));
queueForTranslation(target ;r, codemap(target;));
trans(succs(suces(pey)), pey)

| SD =
| DD = / x bprand—ap x /] * =branday x /
local bb := newBlock();
pe, == emit(pe,, I.);
pe, := emit(pey, bj— > PC = bb);
bb := emit(bb, "unroll loop(pc_s, nPC)" \NEYAEY

trans(succs(suces(pey)), pe,)
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| SCD = / xbpand—ay x /] *x =bpand—ap * /
/ * —branday x /
local bb := newBlock();
local bb' := newBlock();
pe, = emit(pe,, I.);
pe, = emit(pey, bb);
bb == emit(bb, by — > PC := bb');
bb' := emit(bd’, "unroll loop(pc_s, nPC)" )
bb := emit(bb, I'.);
bb := emit(bb, PC := codemap(target;));
queueForTranslation(target;, codemap(target;));
trans(succs(suces(pey)), pey)

| SCDA = [ x bprand—ap x |/ * —=bpanday * /
/ * —branday * /
local bb := newBlock();
local bb" := newBlock();

pe, == emit(pe,, I.);
pe, := emit(pey, bj— > PC = bb);
bb := emit(bb,by— > PC := bb');
bb' := emit(bd’, "unroll loop(pc_s, nPC)" )
bb := emit(bb, I'.);
bb := emit(bb, PC := codemap(succs(target;)));
queueForTranslation(succ,(target ), codemap(suces(target;)));
trans(succs(suces(pey)), pey)
end

end
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D Complete PA-RISC translation algorithm

We sketch the transformation steps followed in order to derive a translator for the removal of PA-RISC
delayed branches. Starting from the original translation algoritlums in §3.1, we instantiate it to

the classes of instructions of the PA-RISC V1.1 architecture, as documen§éd?inleading to the
following initial algorithm.

(pa-risc translatoj=
fun trans(pey, pe,) =
codemap(pc,) = pe,
let I as(by— > nPC := target; | annul := ay | I.) = sre[pe,]
in caseclass(I) of
| NCT = nonBranching, nonAnnulling
| NCTA = if (cond) then
nonBranching, annulling
else
nonBranching, nonAnnulling
| SU = branching, annulling
| DU = branching, annulling
| SD = branching, nonAnnulling
| DD = branching, nonAnnulling
| SCD = if (br) then
branching, nonAnnulling
else
nonBranching, nonAnnulling
| SCDA = if (by) then
branching, nonAnnulling
else
nonBranching, annulling
| SCDA~ = if (bs) then
branching, annulling
else
nonBranching, nonAnnulling
end
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expanding each of the arms of tbasestatement, we get:

(pa-risc translatob+=
fun trans(pe,, pe,) =
codemap(pc,) = pe,
let I as(b;— > nPC := target; | annul := ay | I.) = sre[pe,]
in caseclass(I) of
| NCT = / * =brand—ay = /
pe, = emit(pe,, I.);
trans(succs(pey), pe,)

| NCTA = /| x —=branday * /
if (cond) then
pe, = emit(pe,, I.);
trans(succs(suces(pey)), pe,)

/ * =brand—ar * /
else
pe, = emit(pe,, I.);
trans(succs(pey), pe,)

fi

| SU = / x byanday * /
pe, = emit(pey, I.);
pe, = emit(pe,, PC = codemap(target;));
queueForTranslation(target;, codemap(target;))

| DU = [ x branday * /
/ = Same as SU onlythatthetarget addresstarget isknown
dynamically * /

| SD = / * byand—ar x /
let I' as(by— > nPC := target, | annul :== ap | I'.) = sre[suces(pey)]
in caseclass(I') of
| NCT = / * =bpand—ap * /
pe, == emit(pe,, I.);
pe, == emit(pe,, I'.);
pc, = emit(pe,, PC := codemap(target;));
queuweForTranslation(target;, codemap(target;))

| NCTA = / x —bpanday x /
if (cond) then
pe, == emit(pe,, I,);
pe, = emit(pe,, I'.);
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pe, == emit(pe,, PC := codemap(succs(targety)));
queueForTranslation(succs(target ), codemap(suces(target;)))
/ * =bpand—ap * /
else
pe, .= emit(pc,, I.);
pe, = emit(pe,, I'.);
pe, == emit(pe,, PC := codemap(target;));
queueForTranslation(target;, codemap(target;))
fi

| SU =
| DU = / xbpandap * /
pe, == emit(pe,, I.);
pe, = emit(pe,, I'e);
pe, == emit(pe,, PC = codemap(target));
queuweForTranslation(target ;,, codemap(target;))

| SD =

| DD = / * bpand—ap * /
pe, = emit(pey, I.);
unrollloop(pcy, nPC)/ x 1" % /

| SCD = [ xbpand—ay  /
if (by) then
pe, .= emit(pey, I.);
unrollloop(pcy, nPC')

/ * —bpand—ap * /
else
pe, = emit(pey, I.);
pe, = emit(pe,, I'.);
pe, := emit(pe,, PC = codemap(target;));
queueForTranslation(target;, codemap(target;))
fi

| SCDA = / x bpand—ap x /
if (b)) then
pe, == emit(pe,, I,);
unrollloop(pc,, nPC')

/* —|bpandap */

else
pe, == emit(pey, 1.);
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pe, == emit(pey, I'e);

pe, == emit(pe,, PC := codemap(succs(target;)));

queueForTranslation(succs(target;), codemap(suces(target;)));
fi

| SCDA. => / «bpandap * /
if (by) then
pe, == emit(pe,, I,);
pe, = emit(pe,, I'.);
pe, = emit(pe,, PC = codemap(targety));
queuweForTranslation(target,, codemap(target))

/ * —bpand—ap * /
else
pe, = emit(pey, I.);
pe, = emit(pe,, I'.);
pe, == emit(pe,, PC := codemap(target;));
queueForTranslation(target;, codemap(target;))
fi

end

| DD = / * band—ay x /
/ x Same as SD caseonlythatthetarget addresstarget is
known dynamically * /

| SCD = / x brand—ay * /
if (by) then

let I" as(by— > nPC := targety | annul := ap | I'.) = sre[suces(pey)]

in caseclass(I") of

| NCT = / * —bpand—ap * /
pe, .= emit(pc,, I.);
pe, = emit(pe,, I'.);
pe, == emit(pe,, PC := codemap(target;));
queueForTranslation(target;, codemap(target;))

| NCTA = / x —bpanday x |
if (cond) then
pe, == emit(pe,, I,);
pe, == emit(pe,, I'.);
pe, = emit(pe,, PC' = codemap(succs(target;)));
queuweForTranslation(succs(target ), codemap(suces(target;)))
[ x —bpand—ay x /
else
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pe, = emit(pey, 1.);

pe, == emit(pe,, I'.);

pe, = emit(pe,, PC := codemap(target;));
queuweForTranslation(target ;, codemap (target;))

fi

| SU =
| DU = / x bpandap * /
pe, = emit(pcy, I.);
pe, = emit(pe,, I'.);
pe, = emit(pe,, PC = codemap(targety));
queueForTranslation(target,, codemap(target))

| SD =

| DD = / * bprand—ayp * /
pe, .= emit(pc,, I.);
unrollloop(pc,, nPC)/ x 1" x /

| SCD = / x bpand—ayp = |
if (b)) then
pe, = emit(pe,, I.);
unrollloop(pc,, nPC')

/ * —bpand—ayp x /
else
pe, = emit(pe,, I.);
pe, == emit(pe,, I'.);
pe, = emit(pe,, PC := codemap(target;));
queueForTranslation(target ;, codemap(target;))
fi

| SCDA = / x bpand—ay x /|
if (by) then
pe, == emit(pey, I,);
unrollloop(pc,, nPC')

/ *x —bpandap x /
else
pey = emit(pey, 1.);
pe, = emit(pey, I'e);
pe, = emit(pe,, PC' = codemap(succs(target;)));
queuweForTranslation(succs(target ), codemap(suces(target;)));

fi
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| SCDA. => [/« bpandap * /
if (by) then
pe, = emit(pe,, I.);
pe, = emit(pe,, I'.);
pe, = emit(pe,, PC := codemap(target));
queueForTranslation(target,, codemap(target;))

/ * —bpand—ay x /
else
pe, = emit(pe,, I.);
pe, == emit(pe,, I'.);
pe, = emit(pe,, PC := codemap(target;));
queuweForTranslation(target ;, codemap (target;))
fi
end

/ * =brand—ay * /
else
pe, = emit(pe,, I.);
trans(succs(pey), pe,)

fi

| SCDA = / x byand—ay * /
if (b;) then

let I" as(by— > nPC := target, | annul := ap | I'c) = sre[suces(pe,)]

in caseclass(I') of

| NCT = / * =bpand—ap * /
pe, = emit(pey, I,);
pe, = emit(pe,, I'.);
pe, := emit(pe,, PC = codemap(target;));
queuweForTranslation(target;, codemap(target;))

| NCTA = | x =bpandayp x /
if (cond) then
pe, = emit(pe,, I.);
pe, = emit(pe,, I'.);
pe, = emit(pe,, PC := codemap(succs(target;)));
queuweForTranslation(succs(target ), codemap(suces(target;)))
[ x —bpand—ay x /

else
pey = emzt(pct,[ );
pe, == emit(pe,, I'.);
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pe, = emit(pe,, PC := codemap(target;));
queueForTranslation(target ;, codemap(target;))
fi

| SU =
| DU = / x bpandap * /
pe, == emit(pe,, I,);
pe, = emit(pe,, I'.);
pe, = emit(pe,, PC = codemap(target));
queuweForTranslation(target,, codemap(target))

| SD =

| DD = / % bprand—ap * /
pe, = emit(pey, I.);
unrollloop(pcy, nPC)/ x I" % /

| SCD = / xbpand—ap * /
if (by) then
pe, == emit(pe,, I,);
unrollloop(pc,, nPC')

/ * —bpand—ayp x /
else
pe, == emit(pey, I,);
pe, = emit(pe,, I'.);
pe, = emit(pe,, PC' := codemap(target;));
queueForTranslation(target;, codemap(target;))
fi

| SCDA = / x bpand—ay x /|
if (b)) then
pe, = emit(pe,, I.);
unrollloop(pc,, nPC')

/ *x —bpandap x /
else
pe, = emit(pe,, I.);
pe, == emit(pe,, I'.);
pe, = emit(pe,, PC := codemap(succs(target;)));
queuweForTranslation(succs(target ), codemap(suces(target;)));

fi

| SCDA. => [/ x bpandap * /
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if (by) then
pe, == emit(pey, I,);
pe, == emit(pe,, I',);
pe, = emit(pe,, PC := codemap(target));
queuweForTranslation(target ,, codemap(target ))

/ * —bpand—ay x /
else
pe, = emit(pe,, I.);
pe, = emit(pe,, I'.);
pe, = emit(pe,, PC' := codemap(target;));
queueForTranslation(target, codemap(target;))
fi

end

/ x —branday * /

else
pe, == emit(pe,, IL);
trans(succs(suces(pey)), pey)

fi

| SCDA. => [/ x bpandap * /
if (by) then
pe, == emit(pe,, IL);
pe, = emit(pe,, I'.);
pe, == emit(pe,, PC := codemap(targety));
queueForTranslation(target;r, codemap(target))

/ * —bpand—ayp x /
else
pe, = emit(pe,, I.);
pe, = emit(pe,, I'e);
pc, = emit(pe,, PC := codemap(target;));
queueForTranslation(target;, codemap(target;))
fi

end
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We perform the following transformations on the code:

e For the (SD,SCD), (SD,SCDA) and (SD,SCDAgt) cases, we apply the distribution of sequential
composition ovetet to the statementic, := emit(pc,, I,);

e For the (SD,SCD), (SD,SCDA) and (SD,SCDAgt) cases, we create a new memory address (de-
notedbb) to hold the code on one side of the branch and generate the code to support the branch,

e For the NCTA, SCD, SCDA and SCDAgt cases, we apply the distribution of sequential compo-
sition over conditional,

e For the SCD, SCDA and SCDAgt cases, we interchange the order of testifin andcase
statement and we apply the inverse of the distribution of sequential compositioleovéo the
statemenpc, := emit(pc,, I,);, and

e Forthe SCD, SCDA and SCDAgt cases, we create a new memory address (dénatetbb’ )
and replace the conditional branch igrwith appropriate code for both branches.

obtaining the following final version of the algorithm:

(final pa-risc translatoj=
fun trans(pc,, pc,) =
codemap(pc,) = pc,
let I as(b;— > nPC := target; | annul := ay | I.) = src[peg]
in caseclass(I) of
| NCT = / * =brand—ay * /
pe, == emit(pe,, I,);
trans(succs(pey), pe,)

| NCTA = | x =bjanda; * /] * ~brand—a; * /
pe, = emit(pe,, I.);
if (cond) then
trans(succs(suces(pey)), pey)
else
trans(succs(pey), pey)

| SU = / x byanday x /
pe, == emit(pey, I,);
pe, = emit(pe,, PC = codemap(target;));
queuweForTranslation(target;, codemap(target;))

| DU = [ x branday * /
/ * Same as SU onlythatthetarget addresstarget isknown
dynamically * /

| SD = / * brand—ar * /
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let I' as(by— > nPC := targety | annul :== ap | I'.) = sre[suces(pey)]
in caseclass(I") of
| NCT = / x —bpand—ap * /
pe, = emit(pey, I.);
pe, = emit(pe,, I'e);
pc, = emit(pe,, PC := codemap(target;));
queueForTranslation(target;, codemap(target;))

| NCTA = / x —bpanday x /
if (cond) then
pe, .= emit(pc,, I.);
pe, = emit(pe,, I'.);
pe, == emit(pe,, PC := codemap(succs(target;)));
queuweForTranslation(succs(target ), codemap(suces(target;)))
/ * —bpand—ap x /
else
pe, == emit(pe,, I,);
pe, = emit(pe,, I'.);
pe, := emit(pe,, PC' = codemap(target;));
queuweForTranslation(target;, codemap(target;))

fi

| SU =
| DU = / xbpandap * /
pe, = emit(pey, I.);
pe, = emit(pe,, I'e);
pc, = emit(pe,, PC := codemap(targety));
queueForTranslation(target;, codemap(target;))

| SD =

| DD = / * bpand—ap * /
pe, = emit(pey, I.);
unrollloop(pcy, nPC)/ x I" % /

| SCD = / x bprand—ay x [/ * —=bpand—ap * /
local bb := newBlock();
pe, .= emit(pc,, I.);
pc, == emit(pe,, by — > PC = bb);
bb := emit(bb, "unroll loop(pc_s, nPC)" )
pe, = emit(pe,, I',);
pe, := emit(pe,, PC = codemap(target;));
queuweForTranslation(target;, codemap(target;))
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| SCDA = [ x bpand—ap * // x =bpandayp * /
local bb := newBlock();
pe, == emit(pe,, I,);
pe, := emit(pc,, by— > PC = bb);
bb := emit(bb, "unroll loop(pc_s, nPC)" )
pe, = emit(pe,, I'.);
pe, == emit(pe,, PC := codemap(succs(target;y)));
queueForTranslation(succs(target;), codemap(suces(target;)));

| SCDA- => / xbpandap * /| x =bpand—ap x |
local bb := newBlock();
pe, == emit(pe,, I);
pe, == emit(pe,, by — > PC = bb);
bb := emit(bb, I'.);
bb := emit(bb, PC := codemap(target,));
queuweForTranslation(target,, codemap(target )
pe, = emit(pe,, I'.);
pe, == emit(pe,, PC := codemap(target;));
queuweForTranslation(target;, codemap(target;))
end

| DD = / * band—ay x /
/ x Same as SD caseonlythatthetarget addresstarget is
known dynamically * /

| SCD = / x brand—ay * /
let I' as(by— > nPC := targety | annul :== ap | I'.) = sre[suces(pey)]
in caseclass(I") of
| NCT = / * (=bpand—arp)or(—brand—ay) * /

local bb := newBlock();
pe, .= emit(pc,, I.);
pe, := emit(pc,, bj— > PC = bb);
bb := emit(bb, I'.);
bb := emit(bb, PC := codemap(target;));
queuweForTranslation(target;, codemap(target;));
trans(succs(pey), pe,)

| NCTA = /| % (=bpanday )or(—bpand—ap)or(—brand—ar) * /
local bb := newBlock();
pe, = emit(pe,, 1,);
pe, := emit(pe,, bj— > PC = bb);
bb := emit(bb, I'.);
if (cond) then
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bb := emit(bb, PC := codemap(succ,(target;)));
queueForTranslation(succs(target ), codemap(suces(target;)))
else
bb := emit(bb, PC := codemap(target;));
queuweForTranslation(target ;, codemap (target;))
fi
trans(succs(pey), pe,)

| SU =
| DU = / x (bpranday)or(—=bjand—ar) = /
local bb := newBlock();
pe, == emit(pe,, I);
pe, == emit(pe,, by— > PC := bb);
bb := emit(bb, I'.);
bb := emit(bb, PC := codemap(target,));
queuweForTranslation(target,, codemap(target )
trans(succs(pey), pe,)

| SD =

| DD = / * (byrand—ay)or(—=brand—ay) * /
local bb := newBlock();
pe, == emit(pe,, I,);
pe, == emit(pe,, by— > PC := bb);
unrollloop(pc,, nPC)/ x 1" x /
trans(succs(pey), pey)

| SCD = / * (bpand—ayp)or(—bp and—ap)or(—=brand—ar) * /
local bb := newBlock();
local bb" := newBlock();
pe, .= emit(pcy, I.);
pe, := emit(pc,, bj— > PC = bb);
bb := emit(bb,by— > PC := bb');
bb' := emit(bd’, "unroll loop(pc_s, nPC)" );
bb := emit(bb, I'.);
bb := emit(bb, PC := codemap(target;));
queuweForTranslation(target;, codemap(target;))
trans(succs(pey), pe,)

| SCDA = / % (bp and—ay)or(—bpandap)or(—brand—ay) * /
local bb := newBlock();
local bb" := newBlock();
pe, .= emit(pc,, I.);
pe, == emit(pe,, by— > PC := bb);
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bb = emit(bb, by — > PC := bb');

b’ := emit(b¥', "unroll loop(pc_s, nPC)" )i

bb = emit(bb, I'.);

bb := emit(bb, PC := codemap(succs(target;)));
queuweForTranslation(succs(target ), codemap(suces(target;)));
trans(succs(pey), pe,)

| SCDA. => / * (bpandap)or(—=bp and—ayp)or(—=brand—ar) * /
local bb := newBlock();
local bb" := newBlock();
pe, = emit(pc,, I.);
pe, == emit(pe,, by— > PC := bb);
bb := emit(bb, I'.);
bb := emit(bb,by— > PC := bb');
bb' := emit(bb', PC' := codemap(target;));
queuweForTranslation(target,, codemap(target )
bb := emit(bb, PC := codemap(target;));
queueForTranslation(target;, codemap(target;))
trans(succs(pey), pey)

end

| SCDA = / x byand—ay * /
let I" as(by— > nPC := target, | annul :== ap | I'.) = sre[suces(pey)]

in caseclass(I") of

| NCT = / * (=bprand—ayp)or(—=brandar) * /
local bb := newBlock();
pe, == emit(pe,, I,);
pe, == emit(pe,, by— > PC := bb);
bb := emit(bb, I'.);
bb := emit(bb, PC := codemap(target;));
queuweForTranslation(target;, codemap(target;));
trans(succs(suces(pey)), pe,)

| NCTA = /| x (=bpanday )or(—byand—ap)or(—brandar) * /

local bb := newBlock();

pe, .= emit(pc,, I.);

pe, := emit(pc,, bj— > PC = bb);

bb := emit(bb, I'.);

if (cond) then
bb := emit(bb, PC := codemap(succs(target;)));
queuweForTranslation(succs(target ), codemap(suces(target;)))

else
bb := emit(bb, PC := codemap(target;));
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queueForTranslation(target;, codemap(target;))
fi

trans(succs(suces(pey)), pe,)

| SU =
| DU = / % (bpanday )or(—brandar) x /
local bb := newBlock();
pe, == emit(pe,, I,);
pe, := emit(pe,, bj— > PC = bb);
bb := emit(bb, I'.);
bb := emit(bb, PC := codemap(target,));
queuweForTranslation(target;, codemap(target));
trans(succs(suces(pey)), pe,)

| SD =
| DD = / * (byrand—ay)or(—branday) * /
local bb := newBlock();
pe, = emit(pe,, I,);
pe, := emit(pe,, bj— > PC = bb);
bb := emit(bb, "unroll loop(pc_s, nPC)" ),/ xI" %/

trans(succs(suces(pey)), pe,)

| SCD = / * (bpand—ayp)or(—bpand—ap)or(—-brandar) * /
local bb := newBlock();
local bb" := newBlock();
pe, .= emit(pc,, I.);
pc, := emit(pc,, bj— > PC = bb);
bb = emit(bb, by — > PC := bb');
bb' := emit(bd’, "unroll loop(pc_s, nPC)" );
bb := emit(bb, I'.);
bb := emit(bb, PC := codemap(target;));
queuweForTranslation(target;, codemap(target;));
trans(succs(suces(pey)), pe,)

| SCDA = / x (bprand—ay)or(—bpanday)or(—branday) * /
local bb := newBlock();

local bb" := newBlock();

pe, == emit(pe,, I,);

pe, == emit(pe,, by— > PC := bb);

bb := emit(bb,by— > PC := bb');

bb' := emit(bd’, "unroll loop(pc_s, nPC)" );

bb := emit(bb, I'.);

bb := emit(bb, PC := codemap(succs(target;)));
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queueForTranslation(succs(target ), codemap(suces(targety)));
trans(succs(suces(pey)), pe,)

| SCDA. => / % (bprandayp)or(—=bpand—ay )or(=branday) x /
local bb := newBlock();
local bb" := newBlock();
pe, == emit(pe,, I,);
bb = emit(bb,by— > PC := bb');
bb := emit(bb, I'.);
bb := emit(bb,by— > PC := bb');
bb' := emit(bb', PC' := codemap(targety));
queueForTranslation(target,, codemap(target))
bb := emit(bb, PC := codemap(target;));
queuweForTranslation(target;, codemap(target;))
trans(succs(suces(pey)), pe,)

end

| SCDA. => /% (bpandayp)or(—=bpand—ay) * /

end

local bb := newBlock();

pe, = emit(pey, I.);

pe, = emit(pe,, I'.);

pc, := emit(pc,, by — > PC = bb);

bb := emit(bb, PC := codemap(target;));
queueForTranslation(target ;,, codemap(target,))
pe, = emit(pe,, PC = codemap(target;));
queuweForTranslation(target;, codemap(target;))
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